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Learning Objectives

y the end of this chapter you should appreciate that:

m classical conditioning involves fundamental learning processes;

m the classical conditioning procedure forms certain kinds of specific associations;

classical conditioning plays a role in psychological phenomena observed outside the laboratory;
instrumental training procedures engage learning mechanisms to form particular associations;

there are important factors that determine when instrumental learning will be expressed in behaviour;
classical conditioning and instrumental learning depend on association formation;

the associative principle does not apply to some forms of learning.

INTRODUCTION

We all know what ‘learning’ means. As we develop,
we learn new motor skills, such as playing the
piano or riding a bike. We acquire new cognitive
skills, such as long division or computer program-
ming. And we might learn a body of information,
such as the dates of the kings of England or the
words of a song.

In psychology, the term ‘learning’ covers all this
and more. A wider, psychological definition might
go something like this: ‘Learning is the process
whereby an organism interacts with its environ-
ment and becomes changed by the experience
so that its subsequent behaviour is modified.’
The acquisition of new information and new skills
falls within this definition, but so do the following
events:

m A snail experiences a brief jolt of the surface

on which it is crawling and reacts by retract-
ing its tentacles. Subsequent jolts, however,
are found to be less effective in inducing with-
drawal until the reaction finally disappears.
The first conspicuous moving object seen by
a newly hatched chick is a laboratory attend-
ant. As a consequence, the chick develops
an attachment to that person, approaching
and following him or her, and tending to
avoid other things.

A rat is given access to a distinctively flav-
oured foodstuff that has been laced with a
small amount of poison, enough to induce
nausea but not enough to kill. On recovering
from its illness, the rat will tend to shun the
flavour, even if it is one that it liked beforehand.
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Figure 4.1

a bike.

As we develop, we learn new motor skills, such as riding

m A hungry pigeon is given a small amount of
food each time it happens to make a turn in
a particular direction. After experiencing a
few rewards, the bird develops an increasing
tendency to circle on the spot in the ‘correct’
direction.

These examples are all interesting in themselves,
but that is not enough to explain why many psy-
chologists should have chosen to concentrate on
experimental studies showing how special train-
ing procedures conducted in rather constrained
and artificial circumstances can produce changes
in the behaviour of laboratory animals. The rea-
son lies in their hope that, by focusing their atten-
tion on relatively simple examples of learning that
are amenable to experimental and theoretical
analysis, they will be able to discover basic prin-
ciples of learning that can then be used to explain
a wide range of complex learning phenomena.

Hence the interest in laboratory studies of
learning in animals. Just as the geneticist has
studied the genetics of the fruitfly in the laborat-
ory to determine generally applicable laws of
inheritance, so the psychologist has studied the
behaviour of the rat in the maze in the hope of
discovering equally general laws of learning.
Whether psychologists have been successful in
this endeavour, the rest of this chapter will tell.

In the twentieth century the proposal was taken up by
experimental psychologists,

‘CLASSICAL CONDITIONIN(_

Our definition of learning mentions changes taking place. What
kinds of changes are we talking about? The physical basis of the
changes that constitute learning lies in the brain, and neuroscient-
ists are close to discovering exactly what these changes are. But
our concern in this chapter is with the psychological mechanisms

who thought that association
formation might be a basic
psychological process respons-
ible for many, if not all,
instances of learning. The
first to explore this possibility

classical conditioning learning proced-
ure in which two stimuli are paired —
one (the conditioned stimulus) usually
presented shortly before the other (the
unconditioned stimulus) to produce
a conditioned response to the first

of learning, rather than the physiological mechanisms.

association a link between two events
or entities that permits one to activate
the other (such as when a characteristic
odour elicits an image of the place
where it was once experienced)

Foremost among these is
the concept of association.
There is a philosophical tradi-
tion, going back at least 300
years, which supposes that,
when two events (ideas or
states of consciousness) are
experienced together, a link,
connection or association

forms between them, so that the subsequent occurrence of one is

able to activate the other.

in any depth was the Russian
L.P. Pavlov with his work on
classical conditioning.

stimulus (learning)

PavLov’s poGs

Pavlov spent the first half of his long scientific career working
on the physiology of digestion, turning to the study of learning in
about 1900. He had noticed that dogs which salivate copiously
when given food also do so in response to other events —
for example, at the approach of the laboratory attendant who
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supplied the food. This response was clearly acquired through
experience. Pavlov (1927) took a version of this procedure into
the laboratory, making it a model system that could be used to
reveal basic principles of learning.

Pavlov’s standard procedure involved a quiet, distraction-free
laboratory, which gave the experimenter full control over events
experienced by a lightly restrained dog. From time to time the
dog was given access to food, and each presentation was accom-
panied (usually slightly preceded) by the occurrence of a neutral
event, such as a flashing light. After several training trials (pair-
ings of light and food), the dog would salivate at the flash of light,
before any food had appeared.

Salivation at the presen-
tation of food is called an

OTHER EXAMPLES OF CONDITIONED
RESPONSES

Following Pavlov’s pioneering work, the study of classical condi-
tioning has been taken up in many laboratories around the world.
Few of these have made use of dogs as the subjects and salivation
as the response, which are merely incidental features of condition-
ing. The defining feature is the paired presentation of two stimuli
— the CS and the US. The presentation of the US is often said to
be contingent on (i.e. to depend on) the presentation of the CS.

Here are just a few of the wide range of training procedures
that employ this contingency:

B Conditioned emotional

unconditioned response (UR) evoked
by a stimulus before an animal has
received any explicit training with that
stimulus

unconditioned stimulus (US) evokes
an unconditioned response

conditioned response (CR) evoked by
a conditioned stimulus as a result of
classical conditioning

conditioned stimulus (CS) evokes a
conditioned response as a result of
classical conditioning

unconditioned response (UR),
since it occurs automatically
(unconditionally). The food
is an wunconditioned stimulus
(US). The animal’s tendency
to salivate when the light
flashes is conditional on the
light having been paired with
food, so this is referred to as a
conditioned response (CR) and
the event that evokes it as a
conditioned stimulus (CS). The
whole training procedure was
labelled conditioning. As other
forms of training, introduced
later, have also been described
as conditioning, Pavlov’s ver-
sion became known as class-
ical conditioning.

Pioneer

I.P. Pavlov (1849-1936), born the son of a priest in Ryazan
(250 miles south-east of Moscow), moved in 1870 to study
natural science and medicine in St Petersburg. He spent
the rest of his life there conducting scientific research, first
on the physiology of the digestive system (for which he
was awarded a Nobel prize in 1904) and later on condi-
tioned reflexes. Although the study of conditioned reflexes
was taken up mostly by psychologists, Pavlov insisted that
his approach as a physiologist was far superior to that
adopted by the comparative psychologists of his day. His

response The experi-
mental animal, usually
a rat, is presented with
a neutral cue, such as a
tone sounding for one
minute (the CS), paired

conditioned emotional response result
of the superimposition of the pairing of
a conditioning and an unconditioned
stimulus on a baseline of operant or
instrumental behaviour

with a mild electric shock (US) that occurs just as the tone
ends. After several pairings (the exact number will depend
on the intensities of tone and shock), the rat’s behaviour
changes. It begins to show signs of anxiety, such as freezing
and other ‘emotional responses’, when it hears the tone
before the shock has occurred. This is the CR.

B Autoshaping A hungry
pigeon is presented
with grain (US) pre-
ceded by the illumina-
tion for ten seconds of
a small light (CS) fixed
to the wall of the cage.
After 50 to 100 trials,
the bird develops the
CR of pecking at the

autoshaping classical conditioning used
with pigeons which results in pecking
at an illuminated response key that
has been regularly presented before
the delivery of food, even though the
delivery of the food does not depend on
the pecking behaviour

light prior to food delivery. It is as if the bird is predisposed
to respond to the light even though the pecking does not
influence whether or not it receives the grain.

W Flavour aversion learning
Rats are given a novel
flavour (e.g. saccharin
is added to their drink-
ing water) as the CS.
This is followed by a
procedure, such as the
injection of a mild
poison into their body,
that makes them feel

flavour aversion learning classical con-
ditioning procedure in which animals
are allowed to consume a substance
with a novel flavour and are then given
some treatment that induces nausea,
resulting in the flavour being sub-
sequently rejected

demonstration of the salivary conditioned reflex in dogs,
for which he is widely known, was just the start of an
extensive body of work, in which he analysed the condi-
tioning process in detail, revealing phenomena and sug-
gesting learning mechanisms that are still being actively
investigated today.

sick (the US). When it is subsequently made available, the
rats will no longer consume the saccharin-sweetened water;
they have developed an aversion (CR) to that flavour.

This is clearly a very varied set of phenomena, but what they
all have in common is the presentation of two stimuli, one con-
tingent on the other. And, despite the fact that there is nothing
in these training procedures that actually requires a change in
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behaviour, in every case the animal’s behaviour changes as a
result of its experience.

In the autoshaping case, for instance, the experimenter simply
ensures that the light reliably accompanies food. There is no need
for the pigeon to respond to the light in any way, since food is
delivered regardless of the bird’s behaviour.

So why does behaviour change? Why are conditioned
responses acquired? This puzzle must be dealt with by more
detailed theoretical analysis.

ASSOCIATIVE ANALYSIS

When a dog trained by Pavlov’s procedure sees the light (CS),
certain neural mechanisms are activated. Without specifying
what these mechanisms are, we can refer to this pattern of activa-
tion as constituting a representation of the CS. This is often
referred to as the CS ‘centre’, implying that it is localized in a
specific part of the brain, although this might not necessarily be
the case (for the purposes of our current behavioural analysis, this
does not matter too much). Eating food (the US) will also have its
own pattern of proposed neural activation, constituting the US
representation or ‘centre’.

One consequence of the Pavlovian conditioning procedure is
that these two centres will be activated concurrently. Pavlov sug-
gested that concurrent activation results in a connection between
the two centres, which allows activation in one to be transmitted
to the other. So, after Pavlovian learning has taken place, presen-
tation of the CS becomes able to produce activity in the US cen-
tre, even when the food has not yet been presented.

This theory therefore explains classical conditioning in terms
of the formation of a stimulus—stimulus association between the
CS centre and the US centre. (Given this framework, the fact that
the presentation of the US provokes an obvious response is not
strictly relevant to the learning process.)

Sensory preconditioning

If this account is correct, it should be possible to trigger classical
conditioning using paired neutral stimuli that themselves evoke
no dramatic responses. Evid-
ence that this can occur

sensory preconditioning pairing of
two neutral stimuli prior to one of
them being used as the conditioned
stimulus in a standard classical condi-
tioning procedure, leading to the other
stimulus acquiring the power to evoke
the conditioned response

comes from a phenomenon
called sensory precondition-
ing, first demonstrated by
Brogden (1939) and con-
firmed many times since. In
Brogden’s experiment (see

table 4.1), the animals in the
critical experimental condi-
tion received a first stage of training consisting of paired presen-
tations of two neutral stimuli, a light and a buzzer. If our theory
is correct, an association should be formed between the central
representations of these stimuli. The problem is to find a way to
reveal this association.

Brogden’s solution was to give a second stage of training
in which one of the original stimuli (say the light) was given

Table 4.1 Design and results of the experiment by Brogden (1939)
on sensory preconditioning.

Condition Phase 1 Phase 2 Test

(leg flexions to B)
Experimental A+B A — shock 9.5
Control no training A — shock 0.5

A and B represent a light and a buzzer.

orthodox conditioning, being paired with a US until it came to
evoke a CR (in this procedure, a response of flexing the leg). A
final test showed that the buzzer was also able to evoke the leg
flexion response, even though the buzzer had never previously
been paired with the US. This result is what might be expected on
the basis of the stimulus—stimulus association theory. The light
evokes the CR by virtue of its direct association with the US,
whereas the buzzer is able to do so ‘by proxy’ because its associ-
ation with the light allows it to activate the representation of that
stimulus.

Why and how does the CR occur?

What remains to be explained, once the stimulus—stimulus asso-
ciation theory has been accepted, is why the CR should occur and
why it should take the form that it does. Pavlov’s dogs might
‘know’, by virtue of the CS-US link, that light and food go
together, but this does not necessarily mean that the animal
should start to salivate in response to the light. The most obvious
explanation is that activation of the US (food) centre will evoke a
given response, whether that activation is produced by presenta-
tion of the US (food) itself or, via the learned CS-US (light—food)
connection, by presentation of the CS (light).

An implication of this interpretation is that the CR and the UR
should be the same, and this is true for the case just considered:
the dog salivates (as a UR) to food and also comes to salivate (as
a CR) to the light that has signalled food. In other examples of
conditioning, however, the CR and UR are found to differ. In the
autoshaping procedure, for instance, the UR is to approach and
peck inside the food tray, whereas the CR that develops with
training is to approach and peck at the light. In this case, the CR
appears to be a blend of the behaviour that activation of the US
(food) centre tends to evoke and the behaviour evoked by the CS
(the light) itself.

So we cannot say that the CR and the UR are always the same.
There is, however, a simple rule that describes the relationship
between them for most cases of conditioning, in that, as a result
of classical conditioning, the animal generally comes to behave
toward the CS (the light in these examples) as if it were the US
(food). In other words, the CS (light) appears to take on some of
the properties of the US (food) and to serve as an adequate sub-
stitute for it. So the unconditional response of a hungry animal is
to approach food, probably salivating as it does so, and then to
consume the food (by pecking, if the animal is a pigeon). The CR
consists of directing these behaviour patterns toward the CS, in
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Everyday Psychology

How are phobias acquired?

phobias intense and seemingly irra-

Phobias can be very debilitating and distressing phenomena. Many of us know some-
one who is anxious about enclosed spaces, needles or spiders. Watson and Rayner

tional fears (1920) speculated that the complexity of emotional responsiveness in adults might be

explained by the conditioning of children’s simple emotional reactions when they are
exposed to new stimuli in their youth. They decided to test this proposal by attempting to establish a conditioned emotional
response in a child under experimental conditions.

The study was done with a ‘stolid and unemotional’ infant boy, Albert B. At eight months of age he was exposed to a
number of stimuli, including a white rat, a rabbit and a monkey, and showed no signs of fear to any of these stimuli. The
fear reaction could be produced, however, by a sudden loud noise (produced by striking a steel bar with a hammer). On the
first presentation of this noise, the child ‘started violently’; on the second occasion, the ‘lips began to pucker and trem-
ble’; and on the third, the child ‘broke into a sudden crying fit'.

At 11 months, Albert was subjected to the conditioning trials. The CS was a white rat, which Albert was allowed to play
with, and the US was the loud noise. On six occasions over the course of a week, Albert was presented with the rat and
at the same time he was subjected to the noise produced by striking the steel bar.

Evidence for emotional conditioning came from a test trial in which the rat was presented alone (i.e. not accompanied
by the noise). Here is Watson and Rayner’s description of the result: ‘The instant the rat was shown, the baby began to
cry. Aimost instantly he turned sharply to the left, fell over on [his] left side, raised himself on all fours and began to crawl
away’ (1920, p. 5). Subsequent tests show that the fear response generalized to other stimuli, both animate and inanim-
ate. A rabbit and a fur coat both produced a strong response, although the responses to a dog and to cotton wool were
less marked.

This experiment establishes three important points:

1. It confirms, in a very vivid way, that classical conditioning processes work for humans as well as non-human animals.

2. It establishes that conditioning can influence whole patterns of emotional responding (in addition to the simple
reflexes that had been most commonly studied up to this point in the learning literature).

3. Watson and Rayner note the parallel with the clinical condition of phobia — intense and seemingly irrational fear of
intrinsically harmless objects or events. They suggest that phobias present in adults may be the product of a trau-
matic conditioning episode occurring earlier in life. Although it is not always possible to obtain evidence of such an
episode, the general proposition that phobias derive from conditioning is widely accepted, albeit these days with
some caveats related to the notion of preparedness and the apparent selectivity of some learning phenomena.

Watson, J.B., & Rayner, R., 1920, ‘Conditioned emotional reactions’, Journal of Experimental Psychology, 3, 1-14.

so far as the physical pro- 1. Although the behavioural consequence of conditioning

stimulus substitution when the con- .
perties of the event used

as the CS will allow this. This
rule is sometimes referred
to as the stimulus substitution
hyphothesis.

ditioned stimulus comes to acquire
the same response-eliciting properties
as the unconditioned stimulus

THE IMPORTANCE OF CLASSICAL
CONDITIONING

If classical conditioning were simply a procedure that allows a
reflex response previously elicited solely by a particular US (such
as food) to come under the control of another stimulus (such as
the presentation of a light), then perhaps there would be no rea-
son to regard it as fundamentally important to our understanding
of learning. But three features of our analysis give us reason to
believe that it is fundamentally important:

may appear to be merely the development of an anticipat-
ory reflex, the underlying process is fundamental to learn-
ing about the relationship among environmental events.
Sensory preconditioning tells us that when neutral stimuli
co-occur, an association forms between them. Presumably,
the informal equivalent of sensory preconditioning will be
occurring all the time as an animal goes about its normal
everyday business. Simply moving through the environ-
ment will expose the animal to sequences of events that go
together, and the associations that form among them will
constitute an important piece of knowledge — a ‘map’ of its
world.

. As a laboratory procedure, classical conditioning is im-

portant because it allows exploration of the nature of
associative learning. The observed CR (salivation, pecking,
or whatever) may not be of much interest in itself, but
it provides a useful index of the otherwise unobservable
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formation of an association. Researchers have made exten-
sive use of simple classical conditioning procedures as a sort
of ‘test bed’ for developing theories of associative learning.
Some of these will be described in a later section of this
chapter.

3. As a mechanism of behavioural adaptation, classical condi-
tioning is an important process in its own right. Although
the CRs (such as salivation) studied in the laboratory may
be trivial, their counterparts in the real world produce
effects of major psychological significance. Here are two
examples from the behaviour of our own species.

Illness-induced aversion learning

Experiencing illness after consuming a given flavour will induce
an aversion to that flavour, not just in rats, but in people too.
Informal surveys of undergraduate students reveal that about 50
per cent report having an aversion to a particular flavour (usually
anovel alcoholic drink). Most can clearly remember the occasion
on which they tasted that flavour and subsequently became ill.

More significant are the aversions that can develop with the
severe nausea that sometimes results from chemotherapy used to
treat cancer. Chemotherapy patients sometimes find that strongly
flavoured foods eaten prior to a session of treatment start to
develop aversive properties. The need to change our eating habits
is an inconvenience. But more worrying is the phenomenon
known as anticipatory nausea and vomiting. Some patients (up to
50 per cent for some forms of treatment) develop an aversion to
the clinic in which treatment is given, so that, after a few sessions,
they begin to feel nauseous and even vomit as soon as they walk
in. This reaction can be so severe that the patient refuses to con-
tinue treatment, with obvious life-threatening consequences.

Research on the nature of association formation has suggested
ways of limiting this clinic—illness association (Hall, 1997).

Figure 4.2

Rats can learn to avoid a food associated with illness.

Emotional conditioning

The conditioned emotional response was first demonstrated not
in rats, but with a human participant. In what may well be the
most famous and influential experiment in psychology (although
not one that would survive the scrutiny of a modern-day ethics
committee), Watson and Rayner (1920) set out to establish that
Pavlovian conditioning procedures would be effective when
applied to a human infant. See Everyday Psychology and chapter 1
for more on this.

- INSTRUMENTAL LEARNING -

THORNDIKE’S CATS

At about the time that Pavlov was beginning work on classical
conditioning in Russia, E.L. Thorndike, in the United States, was
conducting a set of studies that initiated a different tradition in the
laboratory study of basic learning mechanisms.

Thorndike was interested in the notion of animal intelligence.
Motivated by an interest in Darwinian evolutionary theory, com-
parative psychologists of the late nineteenth century had investig-
ated whether non-human animals can show similar signs of
intelligence to those shown by humans. Thorndike took this
endeavour into the laboratory. In his best-known experiment, a
cat was confined in a ‘puzzle box’ (figure 4.3). To escape from the
box, the cat had to press a latch or pull a string. Cats proved able
to solve this problem, taking less and less time to do so over a
series of trials (figure 4.4).

Cats solved the problem not by a flash of insight but by a
gradual process of trial and error. Nevertheless, here was a clear
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Figure 4.3

One of the ‘puzzle’ boxes used by Thorndike (1898) in his stud-
ies of instrumental learning in the cat.
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Figure 4.4

Time taken by a cat to escape from the puzzle box over a series
of 20 successive trials. Source: Based on Thorndike (1898).

example of learning. Its char-

instrumental learning the likelihood
of a response is changed because the
response yields a certain outcome (a
reward or punishment) (also called
operant conditioning)

acteristic feature was that the
animal’s actions were critical
(instrumental) in producing
a certain outcome. In this

respect, instrumental learning
is fundamentally different
from classical conditioning, in which the animal’s response plays
no role in determining the outcome.

Subsequent researchers who took up the analysis of this form
of learning include the Polish physiologist Konorski (1948), who
called it Type II conditioning (as distinct from Pavlov’s Type I
conditioning). Another investigator interested in this type of con-
ditioning was Skinner (1938) in the United States, who named it
operant conditioning (Pavlov’s version of learning being referred
to as respondent conditioning).
However termed, all agreed

respondent conditioning alternative
name for classical conditioning

that its defining feature was a
contingency between a pre-

Figure 4.5

A rat in a Skinner box. The animal pictured has his nose next
to a lever; when it depresses the lever, a food pellet can be
delivered from the container outside the chamber on the left. In
normal use, the apparatus is enclosed in a sound- and light-
attenuating outer shell.

lever operates an electronic switch and automatically results in
food delivery. So there is an instrumental contingency between
the lever-press (the response) and the food (the effect or out-
come). A rat exposed to this contingency presses the lever with
increasing frequency. The Skinner box is similar to Thorndike’s
puzzle box, but instead of using escape from the box as a reward,

ceding stimulus, a pattern of
behaviour (or response) and a subsequent state of the environ-
ment (the effect or outcome).

THE SKINNER BOX

The Skinner box soon replaced Thorndike’s puzzle box in the
laboratory study of instrumental learning. In the version used for
the rat, the Skinner box consists of a chamber with a lever pro-
truding from one wall and a nearby food cup into which food pel-
lets can be delivered by remote control (figure 4.5). Pressing the

the animal stays in the box
and the reward is delivered
directly to it.

This is an example of re-
warded, or appetitive, instru-
mental learning, but the same
general techniques can be
used to study aversive instru-
mental learning. There are
two basic aversive paradigms,
punishment and avoidance.

punishment an aversive event as the
consequence of a response to reduce
the probability of the response

avoidance instrumental training pro-
cedure in which performing a given
response brings about the omission of
an aversive event that is otherwise
scheduled to occur
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Punishment The event made contingent on the response is
aversive. For example, the habit of responding is first
acquired. Subsequently, occasional lever-presses produce a
brief electric shock through a grid floor fitted to the box.
Unsurprisingly, the rate of responding declines. (It is worth
adding that, although the effect may not be surprising, it
still requires explanation. It often happens in psychology
that the basic behavioural facts seem obvious; but when
we try to explain them, we realize how little we really
understand them.)

Avoidance A signal occurs from time to time, accompanied
by a foot shock. If the rat presses the lever, the shock is can-
celled. So there is an instrumental contingency between
the response and the omission of a given outcome. By
behaving appropriately, the animal can avoid the shocks.
In fact, rats are rather poor at avoidance learning when
the response required is a lever-press; they respond better
when they are required to jump over a hurdle. So the appar-
atus usually used is a two-compartment box, with a hurdle
separating the two parts. Rats readily acquire the habit of
jumping the hurdle in response to the warning signal.

Training procedures that inflict pain (however slight) on the animal
should obviously be employed only for good reason. Studies
like this are justified by the insights they have provided into the
nature of human anxiety disorders and neuroses (see below).

THE LAW OF EFFECT

Thorndike’s studies of cats in the puzzle box led him to propose
the following interpretation of their behaviour: ‘Of several
responses made to the same situation, those which are accom-
panied or closely followed by a state of satisfaction to the animal

Pioneer

will, other things being equal,
be more firmly connected with
the situation, so that, when
it recurs, they will be more
likely to recur’ (Thorndike,
1911, p. 244). This is the law
of effect as applied to appetit-

law of effect Thorndike’s proposal that
reward will strengthen the connection
between the response that preceded
it and any stimuli present when it is
delivered, or more generally, the prin-
ciple that the consequence (effect) of
behaviour will determine how likely it

ive instrumental learning.
Thorndike also put for-
ward (and later retracted) a

is to recur

negative counterpart for the case of punishment, which proposed
that certain effects (‘annoyers’) would weaken the connection
between a response and the training situation. In modern ter-
minology, Thorndike’s ‘satisfiers’ and ‘annoyers’ are called rein-
forcers and punishers.

Thorndike’s presentation of the law of effect has two major
features:

1. What is learned is a stimulus-response (S-R) association.

2. The role of the effect produced by the response is to
determine whether this association will be strengthened
or not.

Both of these propositions are debatable and, as we shall shortly
see, this theoretical version of the law of effect has not stood up
well to further experimental analysis. As an empirical general-
ization, though, the law seems much more secure. Everyone
accepts that the likelihood of an animal responding in a particular
way can be powerfully controlled by the consequence of that
response.

Partial reinforcement

Skinner, who completely rejected the theoretical law of effect,
devoted several years of research (e.g. Ferster & Skinner, 1957) to
exploring and demonstrating the power of the empirical law. He
worked mostly with pigeons,
trained in a Skinner box to

B.F. Skinner (1904-90) developed the framework of
radical behaviourism, focusing on establishing laws of
behaviour (empirical relationships between environmental
events and behaviour). This framework was based on the
intensive observation of a single subject under carefully
controlled experimental conditions. His approach, the
experimental analysis of behaviour, investigated ‘operant’
behaviours — so-called because they ‘operate” on the sub-
ject’s environment. Skinner’s classic work involved the
study of bar pressing (or pecking) by rats (or pigeons) in a
‘Skinner box’ that was constructed to eliminate all extran-
eous stimuli. A hungry animal was placed in the box and

peck a disc set in the wall for
food reinforcement. Skinner
investigated the effects of
partial reinforcement, in which
food was presented after
some responses but not all.
Animals will usually respond
well in these conditions, and
with some schedules of rein-
forcement the rate of response
can be very high indeed. If,
for example, the animal is
required to respond a certain

partial reinforcement the delivery of a
reinforcer in operant conditioning is
scheduled to occur after only a propor-
tion of the responses rather than after
all of them (continuous reinforcement)

schedules of reinforcement rules that
determine which responses will be
followed by a reinforcer in operant con-
ditioning (see partial reinforcement)

allowed to explore it. Sooner or later the animal would
accidentally press a lever that released a food pellet. The
food acted as a reinforcing stimulus (or reinforcer) for the
bar-pressing behaviour, increasing the probability of its
future occurrence.

number of times before food is delivered (known as a fixed ratio
schedule), there will usually be a pause after reinforcement, but
this will be followed by a high frequency burst of responding.
Other ways of scheduling reinforcement control different but
equally systematic patterns of response. There is a clear parallel
here between the pigeon responding on a partial reinforcement
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schedule and the human gambler who works persistently at a
one-armed bandit for occasional pay-outs.

The punishment paradigm

For a while, doubts were raised about how reliable the negative
version of the empirical law of effect was. It soon became clear,
however, that early studies failed because the punishment (such
as the presentation of white noise) was too weak. Subsequent
work using more intense punishments, such as shock, confirmed
the effectiveness of the procedure in suppressing behaviour.
What remained to be shown was that the shock had its effect by
way of the instrumental contingency.

The following study conducted by Church (1969) investigated
this question. Three groups of rats were all trained to lever-press
for food. One group then began to receive occasional shocks con-
tingent on lever-pressing (contingent group). A second group
received the same number of shocks but these occurred indepen-
dently of lever-pressing (noncontingent group). The third group
of rats was given no shocks (control group). Church found that
simply presenting shocks in the apparatus, with no contingency
on behaviour, was enough to produce some response suppres-
sion. So the threat of shock (an effective Pavlovian unconditioned
stimulus or US) is enough in itself to suppress behaviour to some
extent. But powerful suppression of the response was seen only
in the contingent group, demonstrating that the instrumental
contingency between the response and the outcome is effective
in producing pronounced learning (see figure 4.6).
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Figure 4.6

Results of an experiment by Church (1969) on the punishing
effects of shock. The contingent group, which received shock
when it responded, came to show response suppression. (A
ratio score of 0.5 means no suppression; a score of zero
means complete suppression.) The noncontingent group
received shocks independently of its behaviour and showed
less suppression. The control group received no shocks and
showed no suppression.

When learning becomes habit

According to the theoret-
ical version of the law of
effect, the only function of
the reinforcer is to strengthen
a connection between the
response (R) that produced
that reinforcer and the stimu-
lus (S) that preceded the R. It
follows that an S-R learner does not actively know what the
consequence of the R will be, but rather the response is simply
triggered based on previous contingencies. In other words,
the rat in the Skinner box is compelled in a reflex-like fashion
to make the R when the S is presented and it is presumed to
be as surprised at the delivery of the food pellet after the
hundredth reinforced response as it was after the first. Not only
is this an implausible notion, but experimental evidence dis-
proves it.

The evidence comes from studies of the effects of reinforcer
revaluation on instrumental performance. The results of one
such study are summarized in figure 4.7. In a first stage of train-
ing, rats were allowed to press the lever in a Skinner box 100
times, each response being followed by a sugar pellet. Half the
animals were then given a nausea-inducing injection after eating
sugar pellets — a flavour-aversion learning procedure. As you
might expect, these rats developed an aversion to the pellets, so

stimulus in classical conditioning

the reinforcer was effectively devalued.
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Figure 4.7

Results of an experiment by Adams (1982) on the effects of
reinforcer devaluation on instrumental responding. Scores are
from a 20-minute test session in which rats were allowed to
respond by depressing a lever without consequences. In initial
training some animals had received 100 reinforced responses,
others 500. For half the animals in each condition the reinforcer
was then devalued by being associated with illness.
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reinforcer an event that, when made
contingent on a response, increases
the probability of that response; also
another term for the unconditioned
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discriminative
whether or not a given response is
likely to produce a particular outcome

In the subsequent test phase, the rats were returned to the
Skinner box and allowed access to the lever (although no pellets
were now delivered). The researchers found that rats given the
devaluation treatment were reluctant to press the lever, com-
pared with the control animals. This result makes common sense
—but no sense in terms of the theoretical law of effect. According
to the strict interpretation of the law of effect, an S-R connection
would have been established at the end of the first stage of train-
ing by virtue of the reinforcers that followed responding, before
the nausea-inducing injection was administered. Subsequent
changes in the value of this reinforcer (which, according to the
theory, has already done its job in mediating a ‘state of satisfac-
tion”) should have been of no consequence.

These results suggest that the critical association in instrumen-
tal learning is not between stimulus and response, but between
representations of a) the response and b) the reinforcer (or more
generally, between the behaviour and its outcome). The stronger
this association, assuming that the outcome is valued, the more
probable the response will be. But an association with an aversive
outcome (i.e. a devalued foodstuff or a punishment) will lead to a
suppression of responding.

This does not mean that S-R learning can never occur. Often,
after long practice, we acquire patterns of behaviour (habits) that
have all the qualities of reflexes. In other words, they are auto-
matically evoked by the stimulus situation and not guided by con-
sideration of their consequences. The results shown in figure 4.5
may be an experimental example of this. One group of rats was
given extensive initial training in lever-pressing (500 rather than
100 reinforced trials) prior to the reinforcer-devaluation treat-
ment. As the figure shows, these animals continued to press the
lever in the test phase. One interpretation of this result is that
with extensive training, behaviour that is initially goal-directed
(i.e. controlled by a response—outcome association) can be con-
verted into an automatic S-R habit.

When next you absent-mindedly take the well-worn path from
your home to the college library, forgetting that on this occasion
you were intending to go to the corner shop, your behaviour
has been controlled by an S-R habit rather than the response—
outcome relationship — just like the rats!

CONTROL OF PERFORMANCE

If an animal has acquired an S-R habit, then we can predict that
the R will occur whenever the S is presented. But what con-
trols performance if learning is the result of a response-outcome
association?

A rat can be trained to press for food or jump to avoid shock
only in the presence of a given stimulus (called a discriminative
stimulus) which signals that food or shock are likely to occur.
Presumably the response-outcome association is there all the
time, so why is it effective in producing behaviour only when
the stimulus is present? How
does the presentation of the
discriminative stimulus activ-
ate the existing instrumental
association?

stimulus  signals

Classical conditioning and
motivational control

For instance, a rat trained on an avoidance task, in which the
sounding of a tone indicates that shock is likely, will, at least
before the avoidance response has been fully learned, experience
some pairings of the tone and the shock. As well as acquiring a
response—outcome association, the rat can also be expected to
form a tone—shock association. In other words, classical condi-
tioning will occur, as a sort of by-product of the instrumental
training procedure.

This Pavlovian (S-S) association, it has been suggested, is
responsible for energizing instrumental responding. By virtue of
the S-S link, the tone will be able to activate the shock represen-
tation, producing in the animal both an expectation of shock and
the set of emotional responses that we call fear. The state of fear
is presumed to have motivational properties, so that the presen-
tation of the tone could effectively boost the supply of energy
that causes the animal to behave.

The expectation evoked by the tone also gives value to the out-
come. In avoidance learning, the outcome associated with the
response is the absence of an event (the omission of shock). The
absence of an event would not normally be reinforcing in itself,
but it could certainly become so given the expectation that some-
thing unpleasant is likely to occur.

This account of avoidance
learning is a version of two-
process theory, so called be-
cause it acknowledges that
classical and instrumental
learning processes both play
a part in determining this
type of behaviour. Although the theory was first elaborated in the
context of avoidance learning, there is no reason to suppose that
it applies only to this procedure. We have already seen how clas-

many types of behaviour

sical conditioning might contribute to the response suppression
generated by the punishment procedure (see the earlier discus-
sion of the experiment by Church, 1969, and figure 4.4). In the
appetitive case, stimuli present when an animal earns food by
performing an instrumental response can be expected to become
associated with the food. These stimuli will then be able to evoke
a positive state (an ‘expectation of food’, a ‘state of hopefulness’)
that parallels the negative, fearful, state produced in aversive
training procedures.

Conditional learning and stimulus control

Although the ability of the discriminative stimulus to evoke a (con-
ditioned) motivational state is undoubtedly important, this still
does not fully explain how it controls instrumental responding.
It is difficult to believe that a rat that receives food for lever-
pressing in the presence of a tone is insensitive to the conditional
nature of the task — in other words, that it fails to learn that the
response yields food only if the tone is on. But the version of
two-process theory just described proposes only that the rat will
form two simple associations — stimulus—food and response—food.

two-process theory emphasizes the
interaction of instrumental and classical
conditioning processes in producing



Instrumental Learning

There is no room in this account for the learning of a conditional
relationship of the form ‘only lever-pressing in the presence of the
tone results in the presentation of food’.

This issue has been addressed experimentally in recent years,
and several researchers have demonstrated that animals are cap-
able of conditional learning. The stimulus control of performance
revealed by these experiments cannot be explained in terms
of standard two-process theory, in which discriminative stimuli

have their effects solely by virtue of orthodox associations with
reinforcers. Instead, it shows that animals are capable of learn-
ing the conditional relationship between a stimulus and a particu-
lar response-reinforcer relationship. So, discriminative stimuli
exert their effects because they are able to trigger not just the
representation of the reinforcer but also the more complex,
response—outcome representation produced by instrumental
training. This represents the learning of a conditional relationship.

Research close-up 1

The hierarchical structure of instrumental learning
The research issue

If lever-pressing is rewarded only in the presence of a tone, a rat will learn to respond only when the tone is sounding. How
is such stimulus control achieved? Colwill and Rescorla (1990) accepted that the formation of a classically conditioned
association between the tone and food could play a role (as outlined in our discussion of two-process theory on p. 82). But
they also suspected that some other process might be involved. So they devised a training procedure which attempted to
establish stimulus control that could not be the consequence of direct stimulus—food association.

Design and procedure

A slightly simplified version of their experimental design is presented in table 4.2. The apparatus offered two possible
responses (R1 and R2): the rats could press a lever or pull on a chain hanging down from the ceiling. Two different rein-
forcers (rfl and rf2) were also available: the rats could be trained to make one response to receive a standard food pellet
and the other response for a small amount of sugar solution. But which response produced which reinforcer depended on
the stimulus conditions. Two stimuli (S1 and S2, a light and a noise) were used. In the presence of S1, the lever produced
food and the chain sucrose; in the presence of S2, the lever produced sucrose and the chain food — so both S1 and S2
became associated with both the reinforcers. This is a conditional discrimination, in that the outcome of a given response
differs according to which background stimulus was present.

In Phase 2, instrumental training was discontinued. Rats simply received ‘free’ deliveries of one of the reinforcers. After
consuming the food or sucrose, the rat received a nausea-inducing injection, so that this particular reinforcer became
devalued. In the final test phase, the rats were given access to the lever and the chain again. The light and the noise were
each presented eight times and the rate of response in the presence of each stimulus was noted.

Results and implications

Figure 4.8 shows the rate of response for each test trial and for two categories of responding — one in which the stimulus
signalled that the response chosen might lead to the devalued reinforcer, and one in which the stimulus signalled that the
response chosen might lead to the valued reinforcer. In fact, no reinforcers were presented during the test (hence the
steady decline in responding).

Table 4.2 Design of the experiment by Colwill and Rescorla (1990) on stimulus control.

Phase 1 (discrimination) Phase 2 (devaluation) Test

S1: R1 — rf1; R2 — rf2 S1: R2 vs. R1
rfl1