Chapter 5 questions

Multiple choice:

1. A true experiment is one in which

a. the experimenter manipulates levels of the IV and randomly allocates these levels to participants and test occasions.

b. levels of the IV are randomly allocated to participants and test occasions.

c. the experimenter manipulates levels of the IV.

d. the experimenter manipulates levels of the IV and randomly allocates these levels to participants.

2. A random nuisance variable is one that
a. has an equal effect on all conditions in an experiment.

b. cannot be controlled.

c. could not have been anticipated when an experiment was designed.

d. has an equal chance of raising or lowering DV scores in each condition of an experiment.

3. Random nuisance variables are a nuisance because

a. they limit generalization of the results.

b. their effects are confounded with the effect of an IV.

c. they introduce variability into the data, which systematically magnifies any effect of an IV.

d. they introduce variability into the data, making it harder to see the effect of an IV.

4. An opportunity sample is one that

a. consists exclusively of volunteers.

b. happens to be readily available.

c. is only available for a short time.

d. permits generalization to the rest of the group that the selected participants belong to.

5. We set out to test the null hypothesis because

a. we hope to show that it is likely to be false.

b. we hope to prove that it is false.

c. we hope to show that it is likely to be true.

d. we hope to show that it is true.

6. The hypothetical distribution of t for 20 participants when the null hypothesis is true would be

a. normal.

b. bimodal.

c. flatter than a normal distribution.

d. more peaked than a normal distribution.

7. The null hypothesis is tested because

a. it is a non-specific hypothesis.

b. it is the hypothesis that the researcher is really interested in.

c. it is easier to understand than the experimental hypothesis.

d. It is a specific hypothesis.

e. The probability of correctly rejecting the null hypothesis is
f. β.

g. 1 – β.

h. 1 – α.

i. α.

8. The power of a statistical test is given by

a. β.

b. 1 – β.

c. 1 – α.

d. α.

9. The power of a statistical test is not affected by

a. control of random nuisance variables.

b. the size of effect we do not want to risk missing.

c. the elimination of a potentially confounding variable.

d. the number of participants in the experiment.

True or false:

1. Generalization of results to a population is only permissible when a sample has been randomly drawn from the population of interest.

TRUE
FALSE

2. Random allocation refers to the preferred way in which participants in an experiment are selected.

TRUE

FALSE
3. A statistical test allows the researcher either to accept or to reject the null hypothesis.

TRUE

FALSE
4. A statistic is a value calculated from the scores of a sample.

TRUE
FALSE
5. The areas close to the tails of a hypothetical distribution of t are known as ‘rejection regions’ for the null hypothesis.

TRUE
FALSE
6. A type II error occurs if we fail to find a significant effect when the null hypothesis is false.

TRUE
FALSE
7. If a significant effect is not found using a two-tailed test, it is sensible to try a one-tailed test, provided the difference was in the predicted direction.

TRUE

FALSE
8. Experimental control depends on the elimination of all nuisance variables.

TRUE

FALSE
9. A random sample is one in which everyone in the population of interest has an equal chance of being selected.

TRUE

FALSE
10. It is an inviolable rule that an alpha level must be set before an experiment commences.
TRUE

FALSE
Open-ended questions:

1. An experiment is designed to test the hypothesis that using mental images to link pairs of words will result in more pair members being recalled, when prompted with the other pair member, than when sentences are used to link the word pairs. There are 15 participants in each condition and each participant sees the same 20 word pairs. If the mean recall for the two groups was Imagery = 14 words and Sentences = 9 words, explain why it is necessary to use a statistical test to decide whether the hypothesis was supported.

2. Explain how features of the design of an experiment, set up to compare the effects of imagery versus no imagery (control condition) on recall of words, might result in each of the nuisance variables, (i) individual differences and (ii) time of day, having systematic biasing effects. Explain two different ways in which the design could be modified to avoid these systematic biasing effects.

3. What does it mean to say that the effect of an IV was statistically significant at p < .05 in a two-tailed test?

4. What is meant by a ‘hypothetical distribution of the differences between means’? How does it help in making a statistical inference?

5. When a significant effect is not found, why is it preferable to conclude that we have ‘failed to reject’ the null hypothesis than to conclude that we can ‘accept’ the null hypothesis?

6. What is wrong with the statement: The effect was significant at p < .05, therefore the null hypothesis has a probability of less than .05 of being true?

Chapter 5 answers

Answers multiple choice questions
1a, 2d, 3d, 4b, 5a, 6c, 7d, 8b, 9b, 10c

Answers true or false questions

1 true, 2 false, 3 false, 4 true, 5 true, 6 true, 7 false, 8 false, 9 true, 10 false

