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CHAPTER OUTLINE

This chapter provides an overview of research methods in social psychology, from the develop-

ment of theory to the collection of data. After describing three quantitative research strategies

(survey research, experiments and quasi-experiments), the chapter briefly discusses qualitative

approaches, focusing on discourse analysis. There follows a description of the key elements of

experiments and of threats to validity in experimental research, and a discussion of problems

with experimental research in social psychology. The final section of the chapter contains a 

description of three methods of data collection (observation, self-report and implicit measures).

Introduction

How do social psychologists develop their theories?
How do social psychologists go about testing their theories?

Methods provide a means of translating a researcher’s ideas into actions. These ideas usually 
revolve around one or more questions about a phenomenon. An example of such a question in 
social psychology would be: ‘How can a group of capable people make a decision that is stupid and
could moreover have been shown to be so at the time the decision was taken?’ (see Chapter 11). 
A researcher might have a hunch about how to explain this phenomenon. For example, the poor
decision might have arisen from the fact that the group had a powerful leader who expressed a 
preference early in the decision-making process and thereby stifled proper evaluation of superior 
options. To assess the correctness of this hunch the researcher would have to collect information
about styles of leadership in groups making poor decisions. Research methods are the procedures
the researcher would follow in gathering such information, and methodology is a term used to refer
to all aspects of the implementation of methods.

Although this chapter is primarily concerned with the methods used by social psychologists to
test the validity of their ideas, it is worth considering where these ideas originate. In the typical case, the
researcher begins with a theory about the phenomenon under investigation. Where does such a theory
come from? An obvious source is observation of real-life events. Consider Janis’s (1982) theory con-
cerning the poor quality of decision-making that is apparent even in groups of competent and experi-
enced persons. This theory arose from his reading of accounts of how the United States government
took the decision to invade Cuba in 1961 (see Research close-up
2.1, pp. 23–24). A second important element of theory building
in social psychology is existing theory. The fact that Janis was
already conversant with theory and research on group processes
and social influence in groups provided him with ideas that he
could use to explain defective decision-making by groups.

theory a set of abstract concepts (i.e.,
constructs) together with propositions
about how those constructs are related to
one another

one-shot case study
operationalization
participant observation
post-experimental enquiry
post-test only control group

design
quasi-experiment
quota sample
random allocation
reactivity
reliability
sampling
simple random sample
social desirability
survey research
theory
triangulation
true randomized experiment
unobtrusive measures
validity
variable
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CHAPTER 2 RESEARCH METHODS IN SOCIAL PSYCHOLOGY22

dependent on their group membership, they are more likely to
conform to what they believe to be the consensual position in the
group. An example symptom of groupthink is the presence of ‘mind
guards’, a term Janis used to describe group members who take it
upon themselves to protect the group from information that ques-
tions the correctness or morality of the emerging decision. An ex-
ample symptom of defective decision-making is failure to examine the
risks of the preferred decision. The mediating process specified by
Janis is a ‘concurrence-seeking tendency’, a powerful preference for
agreement with fellow group members. Thus antecedent condi-
tions are linked to symptoms via a mediating process (see p. 34, below).

Three concepts need to 
be introduced at this point.
Construct is the term used to
refer to abstract concepts in a
theory. In Janis’s theory con-
cepts such as group cohesive-
ness and concurrence-seeking tendency are theoretical constructs.
Variable is a term used to refer to a measurable representation of 
a construct. To represent the construct of group cohesiveness, 
for example, we might assess one or more of the following: how
long the group has been in existence; the extent to which group
members nominate each other as personal friends; and how much
group members say they value their membership of the group. So
there are various ways in which the researcher can represent the

Another version of this process of theory building begins with 
a set of apparently conflicting findings from previous research. 
An example is Zajonc’s (1965) attempt to reconcile conflicting 
findings in previous studies of the effects on individual task per-
formance of being observed by others (see Chapter 11). Some re-
searchers had found that being observed by others had beneficial
effects on task performance, but others had found that it resulted
in poorer performance. To reconcile these findings, Zajonc drew
on principles derived from learning theory. Once again, the theor-
ist began with a phenomenon that required an explanation, and
drew on existing theoretical concepts and processes to make sense
of that phenomenon.

In what sense does a theory ‘explain’ a phenomenon such as
the defective decision-making of high-calibre groups, or the diver-
gent effects of being observed on task performance? Social psycho-
logical theories usually consist of a set of concepts and statements
about the relationships among these concepts. For example, Janis’s
(1982) theory consists of one set of concepts representing the 
antecedent conditions of poor group decision-making, another set
representing the symptoms of groupthink, a third set representing
symptoms of poor decision-making, and a final set representing
the process linking antecedent conditions to the symptoms of
groupthink and poor decision-making (see Figure 2.1). One of the
antecedent conditions is a ‘cohesive group’, a group whose members
are psychologically dependent on the group. Because they are 

CONCURRENCE-
SEEKING

TENDENCY

1.  Cohesive group
2.  Insulation of
 group
3.  Directive
 leadership
4.  No methodical
 procedures for
 search and
 appraisal
5.  High stress
6.  Homogeneity of
 group members’
 social background
 and ideology

Antecedent
conditions

Mediating
process

Symptoms of
defective decision-

making

1.  Illusion of
 invulnerability
2.  Belief in inherent
 morality of group
3.  Collective
 rationalizations
4.  Stereotypes of
 outgroup(s)
5.  Self-censorship
6.  Illusion of
 unanimity
7.  Direct pressure
 on dissenters
8.  Self-appointed
 mindguards

1.  Incomplete survey of alternatives
2. Incomplete survey of objectives
3.  Failure to examine risks of preferred decision
4.  Failure to reappraise initially rejected alternatives
5.  Poor information search
6.  Selectivity in processing information
7.  Failure to develop contingency plans

Symptoms of
groupthink

Figure 2.1 Antecedent conditions, mediating process and symptoms of groupthink in Janis’s (1982) theoretical model (based on Figure 10.1
in Janis, 1982).

construct an abstract theoretical concept
(such as social influence)

variable the term used to refer to the
measurable representation of a construct
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INTRODUCTION 23

construct of cohesiveness as 
a variable. Operationalization
refers to the way in which 
a construct is turned into a
measurable variable. If group
cohesiveness is measured in

terms of how much group members value their membership of
the group, this is a different operationalization of cohesiveness
than if it is measured in terms of the extent to which group mem-
bers nominate each other as personal friends.

We can derive predictions from a theory. In the case of 
Janis’s theory, a prediction that we can logically derive from the
theory is that groups that are more cohesive should be more 
prone to making poor-quality decisions than groups that are less

cohesive. Armed with such a
prediction (or hypothesis), the
researcher tries to find evid-
ence to support the prediction
(see Research close-up 2.1).

To the extent that the evidence is consistent with the prediction,
confidence in the theory from which the prediction was derived is
enhanced. Correspondingly, if the evidence is inconsistent with
the prediction, confidence in the underlying theory is weakened.
So methods are the means by which researchers put their ideas to
the test.

SUMMARY

Methods are the tools researchers use to test their theoret-
ical ideas. These ideas can come from a variety of sources,
but two that are quite common in social psychology are 
observations of real-life events and conflicts in previous 
research findings. A theory consists of a set of constructs
linked together in a system, and specifies when particular
phenomena should occur.

hypothesis a prediction derived from a
theory concerning the relationship between
variables

operationalization the way in which a
theoretical construct is turned into a
measurable dependent variable or a
manipulable independent variable in a
particular study

RESEARCH CLOSE-UP 2.1

Archival analyses of ‘groupthink’

Janis, I.L. (1972). Victims of groupthink: A psychological study of
foreign-policy decisions and fiascoes. Boston: Houghton Mifflin.

Introduction

Janis’s research on groupthink provides an excellent example of
‘archival research’, a research strategy that is not described or
discussed elsewhere in the present chapter. In archival research
the data come from archives, that is, from stored records of facts.
‘Archival data may include such items as personal documents
(letters or diaries), creative products (poems, paintings, essays),
biographies or autobiographies, and histories or governmental
records’ (Simonton, 1981, p. 218). Janis (1972) decided to study
in detail archival material relating to four major US foreign 
policy fiascoes: the Bay of Pigs invasion of Cuba in 1961; the 
decision to escalate the Korean War in 1950; the failure to be
prepared for the attack on Pearl Harbour in 1941; and the deci-
sion to escalate the Vietnam War in 1964. Janis argues that in
the case of each of these disastrous decisions, information was
potentially or actually available to the policy-making groups that
should have led them to different decisions.

Method

Janis’s research took the form of careful scouring of all the docu-
mentary sources of information on the circumstances in which
these faulty decisions were made. In his 1972 book Victims of
Groupthink, Janis attempted to show how the archival data on

each of these decisions can be regarded as forming a consistent
social psychological pattern, the essence of which is shown in
Figure 2.1. Janis (1982) published a second edition of his book in
which he applied the notion of groupthink to the Watergate 
incident that ultimately led to US President Richard Nixon’s 
resignation in 1974.

Later research

Tetlock (1979) conducted a more quantitative analysis of archival
materials. He applied standardized procedures for analysing 
the content of public statements made by key decision-makers
involved in the ‘groupthink’ and ‘non-groupthink’ decisions 
examined by Janis (1972). Tetlock was particularly interested 
in assessing the extent to which public statements made by 
key decision-makers reflected ‘a tendency to process policy-
relevant information in simplistic and biased ways’ (p. 1317), and
the extent to which these statements reflected ‘a tendency to
evaluate one’s own group highly positively and to evaluate
one’s . . . opponents highly negatively’ (p. 1317). To assess these
two aspects of groupthink, Tetlock identified six key decision-
makers who were intimately involved in five different foreign
policy decisions, two of which were classified by Janis as 
‘non-groupthink’, while the other three were classified by 
Janis as ‘groupthink’ decisions. He then randomly selected 12
paragraph-sized passages from the public statements made by
each decision-maker at the time of each crisis for content analy-
sis. He found that the public statements of decision-makers 
in groupthink crises were characterized by significantly lower
levels of ‘integrative complexity’ – a measure of complexity of
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CHAPTER 2 RESEARCH METHODS IN SOCIAL PSYCHOLOGY24

RESEARCH STRATEGIES

What are the principal research strategies available to the social
psychologist?

What are the strengths and weaknesses of each strategy?

Researchers who want to test their ideas and predictions have dif-
ferent research strategies available to them. It is worth pointing
out that although some research strategies will be better suited
than others to studying a given phenomenon, each and every strat-
egy, however sophisticated its implementation, has its limitations.
It is for this reason that one of the great pioneers of research

methodology in the social 
sciences, Donald Campbell
(see Pioneer box, opposite),
argued for triangulation. By
this he meant that the use of
multiple methods to study a

given issue would provide a better basis for drawing conclusions
than would any single method. The term triangulation comes
from navigation: an accurate way to determine the position of a
fixed point is by calculating the angles to it from two fixed points
that are a known distance apart. Because each method has its own
strengths and weaknesses, the use of different methods will help
the strengths of one method to compensate for the weaknesses of
another, and vice versa.

Many research strategies are available to the social psycholo-
gist. Here we will consider three quantitative strategies before
briefly considering qualitative research.

Survey research

One strategy for gathering research evidence is to survey public
opinion and/or behaviour, by interview or by questionnaire.  This

strategy is known as survey 
research (Schwarz, Groves 
& Schuman, 1998) and is 
well known in the form of 
opinion polls. The main 

information processing – than were the public statements of 
decision-makers in non-groupthink crises. He also found 
evidence that decision-makers in the groupthink crises gave
more positive evaluations of their own political groups than 
did decision-makers in crises not characterized by groupthink.
However, contrary to predictions, there was no difference 
between groupthink and non-groupthink decision-makers in
terms of the intensity of negative evaluations of their political
opponents. With the exception of this last finding, the results 
of Tetlock’s study are consistent with Janis’s conclusions, 
which were based on a more qualitative analysis of historical
documents.

Discussion

A key advantage of the archival research strategy is that the 
evidence gleaned from archives is not distorted by participants’
knowledge that their behaviour is being investigated by re-
searchers. The behaviour took place in natural settings at an ear-
lier time than that at which the behaviour was studied. There is,
therefore, little or no chance that the behaviour could have been
‘contaminated’ by the research process. As Simonton (1981) put
it, ‘Because archival research exploits data already collected by
others for purposes often very different from the intentions of
the researcher, this methodology constitutes a class of “unob-
trusive measures” ’ (p. 218).

PIONEER

Donald T. Campbell (1917–1996) is regarded as having
been a master research methodologist. Campbell completed
his undergraduate education at the University of California,
Berkeley. After serving in the US Naval Reserve during World
War II, he earned his doctorate from Berkeley and subse-
quently served on the faculties at Ohio State, the University of
Chicago, Northwestern, and Lehigh. He made lasting contri-
butions in a wide range of disciplines, including psychology,
sociology, anthropology, biology and philosophy. In social
psychology he is best known for co-authoring two of the
most influential research methodology texts ever published,
Experimentation and Quasi-Experimental Designs for Research
(1966, with Julian C. Stanley) and Quasi-Experimentation:
Design and Analysis Issues for Field Settings (1979, with Thomas
D. Cook). Campbell argued that the sophisticated use of
many approaches, each with its own distinct but measur-
able flaws, was required to design reliable 
research projects. The paper he wrote with
Donald W. Fiske to present this thesis,
‘Convergent and discriminant validation by
the multitrait–multimethod matrix’ (1959), is
one of the most frequently cited papers in
the social science literature.

triangulation the use of multiple methods
and measures to research a given issue

survey research a research strategy that
involves interviewing (or administering a
questionnaire to) a sample of respondents
who are selected so as to be representative 
of the population from which they are drawn
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RESEARCH STRATEGIES 25

objective is to describe the characteristics of one or more groups
of people. Such descriptions can range from the simple (e.g., 
describing the percentage of persons eligible to vote in a particu-
lar constituency who say that they intend to vote for a particular
political candidate) to the more complex (e.g., describing the per-
sonal and social characteristics associated with illegal use of drugs
among school-age children and teenagers). Note that the first type
of description is ‘pure’ description, while the second describes 
relationships between variables – such as those between drug use,
on the one hand, and age, sex, socioeconomic status and educa-
tional achievement, on the other.

The survey researcher’s primary concern is with the extent to
which the respondents are representative of a population (such as all
adults living in a particular community, region or country). One
way of addressing this issue would be to interview or collect com-
pleted questionnaires from the entire population in question (as is
done in a census). If you are able to describe the entire population,
the findings are by definition ‘representative’ of that population. 
In most cases, however, collecting data from all members of a 
population is simply not practicable. Then the researcher has to
choose which members of that population to survey. The process

of selecting a subset of mem-
bers is known as sampling.

Two main types of 
sampling are used in survey
research: probabilistic and
non-probabilistic. The most
basic form of probabilistic
sampling is the simple random
sample. A simple random
sample is one which satisfies
two conditions: first, each
member of the population

has an equal chance of being selected; second, the selection of
every possible combination of the desired number of members is
equally likely. To explain the second condition, imagine that the
population size is 10 (consisting of persons labelled A to J) and the

sample size is 2. There are 45 possible combinations of 2 members
of the population (A + B, A + C, A + D and so on to I + J). In sim-
ple random sampling each of these 45 possible combinations of 2
members has to be equally likely. In practice researchers achieve
this by allocating numbers to each member of the population and
using computer-generated random numbers to select a sample of
the required size (see www.randomizer.org/). So the first ran-
domly generated number defines the first member of the popula-
tion to be sampled, and so on, until the sample is full.

Because probability sampling is expensive and time-consuming,
non-probability sampling is frequently used. The most common
form of non-probability sample is the quota sample. Here the 
objective is to select a sample
that reflects basic attributes of
the population. Such at-
tributes might be age and 
sex. If you know the age and
sex composition of the popu-
lation concerned, you then
ensure that the age and sex composition of the sample reflects that
of the population. The term ‘quota’ refers to the number of per-
sons of a given type (e.g., females between the ages of 55 and 60)
who have to be interviewed. The major advantage of quota sam-
pling is that the interviewer can approach potential respondents
until the quotas are filled, without needing to recruit a specifically
identified respondent.

Experiments and quasi-experiments

Experimental research is designed to yield causal information. The
goal of an experiment is to see what happens to a phenomenon
when the researcher deliber-
ately modifies some feature 
of the environment in which
the phenomenon occurs (‘If I
change variable B, will there
be resulting changes in vari-
able A?’). By controlling the
variation in B, the researcher who finds that there are changes 
in A can draw causal conclusions. Instead of just knowing that
more of variable A is associated with more of variable B, the 
experimental researcher discovers whether A increases when B is 
increased, decreases when B is reduced, remains stable when B is
left unchanged, and so on. Such a pattern of results would suggest
that changes in B cause the changes in A.

The experimental method is a theme with many variations.
Two common variations are
the quasi-experiment and the
true randomized experiment.
They differ with respect to
the realism of the setting in
which the data are collected
and the degree of control that
the researcher has over that
setting. A quasi-experiment 
is typically conducted in a 

Plate 2.1 One strategy for gathering research evidence is to
survey public opinion by interview.

sampling the process of selecting a subset
of members of a population with a view to
describing the population from which they
are taken

simple random sample a sample in which
each member of the population has an
equal chance of being selected and in
which the selection of every possible
combination of the desired number of
members is equally likely

quota sample a sample that fills certain
pre-specified quotas and thereby reflects
certain attributes of the population (such 
as age and sex) that are thought to be
important to the issue being researched

experiment a method in which the
researcher deliberately introduces some
change into a setting to examine the
consequences of that change

quasi-experiment an experiment in which
participants are not randomly allocated to
the different experimental conditions
(typically because of factors beyond the
control of the researcher)

true randomized experiment an
experiment in which participants are
allocated to the different conditions of the
experiment on a random basis
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RESEARCH CLOSE-UP 2.2

A field experiment to study helping behaviour

Darley, J.M. & Batson, C.D. (1973). From Jerusalem to Jericho: 
A study of situational and dispositional variables in helping beha-
vior. Journal of Personality and Social Psychology, 27, 100–108.

Introduction

The researchers were interested in testing the idea that one 
reason why bystanders do not come to the assistance of others,
even when these others clearly need help, is that helping is
costly. The particular ‘cost’ they studied in their research was
time. To come to a stranger’s assistance often involves a depar-
ture from your original plan. Such a departure can throw you off
your schedule. The researchers also wanted to examine whether
reminding people of the parable of the Good Samaritan, in
which a passer-by does come to the assistance of a stranger in
need of help, would influence willingness to give help. They
tested these notions in a field experiment (see also Chapter 9,
this volume).

Method

The participants in their study were male seminary students (i.e.,
trainee priests) who believed that they were taking part in a
study on ‘religious education and vocations’. Each participant
began the study in one building and was then asked to proceed
to a second building to complete the study. Before leaving 
the first building, the participant was led to believe one of three
things about the speed with which he should go to the other
building: that there was no special hurry, that there was an 
intermediate degree of hurry, or that he was late for the second
part of the study and should hurry up. This was the manipulation
of the first variable, time pressure. In the second part of the
study, the participant expected to do one of two things: either
talk about the parable of the Good Samaritan or talk about job
prospects for seminary students. This constituted the second
manipulation: either having or not having the parable of the
Good Samaritan made psychologically salient.

On his way to the other building, the participant passed
through an alley in which a person (the ‘victim’, but actually an
accomplice of the experimenters) was sitting slumped in door-
way, head down, eyes closed. As the participant passed the vic-
tim, the latter coughed twice and groaned. The dependent
variable in this field experiment was the extent to which the par-
ticipant did anything to help this person apparently in distress.
The extent of the participant’s helping behaviour was observed
and coded.

Results

Helping was significantly influenced by the time pressure 
manipulation. Those in the ‘no hurry’ condition were more help-
ful than those in the ‘intermediate hurry’ condition, who in turn
were more helpful than those in the ‘hurry’ condition. There was
also a tendency for being reminded about the parable to have
an influence. Those who were reminded were more helpful than
those who were not.

Discussion

Even those who have chosen to be trained in a vocation in which
helping others is supposed to play a central role were affected
by the time pressure variable. When they were in a hurry, even
those trainee priests who thought that they were on their way
to a discussion of the parable of the Good Samaritan were less
likely to offer help to a stranger in need than were their coun-
terparts who were in less of a hurry. From a methodological 
perspective, the neat thing about this experiment is that it was
conducted in a natural, everyday setting. Participants were ran-
domly allocated to one of the six conditions of the experiment,
so any differences found between these six conditions resulted
in principle from the experimental manipulations, so internal 
validity was high (i.e., the researchers could be confident that
changes in the independent variable caused changes in the 
dependent variable). But the fact that the setting of the experi-
ment was such an everyday one means that this study also
scores quite highly on realism. It is a good example of a field 
experiment.

Plate 2.2 Would you be more likely to help someone in need
after hearing a sermon on the parable of the Good Samaritan?
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natural, everyday setting, one over which the researcher does 
not have complete control. The true randomized experiment, 
by contrast, is one in which the researcher has complete control
over key features of the setting; however, this often involves a loss

of realism. It is worth empha-
sizing that it is possible to con-
duct true experiments in field
settings, in which case they
are referred to as field experi-
ments, which attempt to com-

bine the control of a laboratory experiment with the realism of a
quasi-experiment. An example of such a field experiment is given
in Research close-up 2.2.

To grasp the key difference between a quasi-experiment and 
a true experiment, we need to consider further what is meant by
the term experiment. Experiments are studies in which the 
researcher examines the effects of one class of variables (inde-
pendent, or manipulated, variables) on another class of variables 
(dependent, or measured, variables). In a true randomized experi-
ment the researcher has control over the independent variable 
and over who is exposed to this variable. Most importantly, the 

researcher is able to allocate
research participants randomly
to different conditions of the
experiment (random alloca-
tion). In a quasi-experiment
the researcher usually cannot
control who is exposed to 
the independent variable. In 

a typical quasi-experiment, pre-existing groups of people are 
either exposed or not exposed to the independent variable.
Examples of each method may help to bring out the points of 
difference.

Social psychologists interested in aggression have studied
whether exposure to violent film and television material has an
impact on the subsequent behaviour of the viewer (see Chapter
8). This can be done using true randomized experiments or quasi-
experiments. An example of a true experiment on this issue is 
the study reported by Liebert and Baron (1972). Male and female
children in each of two age groups were randomly allocated to 
one of two experimental conditions, one in which they viewed 
an excerpt from a violent television programme and another in
which they viewed an exciting athletics race. Later both groups of
children were ostensibly given the opportunity to hurt another
child. Those who had seen the violent material were more likely
to use this opportunity than were those who had seen the non-
violent material. Because children had been allocated to the violent
and non-violent conditions randomly, the observed difference can
be attributed to the difference in type of material seen, rather than
any difference in the type of children who saw the material.

An example of a quasi-experimental study of the same issue is
the study reported by Black and Bevan (1992). They asked people
to complete a questionnaire measure of tendency to engage in 
aggressive behaviour under one of four conditions: while waiting in
line outside a cinema to see a violent movie; while waiting in line
to see a non-violent movie; having just seen a violent movie; and

having just seen a non-violent movie. As can be seen in Figure 2.2,
the researchers found that those waiting to see the violent film had
higher aggression scores than those waiting to see the non-violent
film; and also that those who had just seen the violent film scored
higher than those waiting to see the violent film, although there
was no difference in aggression scores between those who had just
seen a non-violent movie and those waiting to see a non-violent
movie. These findings are consistent with the notion that viewing
a violent movie increases the tendency to aggress, but the fact that
participants were not allocated at random to the different condi-
tions makes it impossible to rule out alternative explanations. For
example, it may be that violent movies only increase aggressive
tendencies among those who are attracted to view such movies in
the first place.

Often the only way in which to conduct an experimental study
of a social phenomenon is via a quasi-experiment. Ethical and 
practical considerations frequently make it impossible to allocate 
people randomly to different experimental conditions. If, like

field experiment a true randomized
experiment conducted in a natural 
setting

random allocation (sometimes called
random assignment) the process of
allocating participants to groups (or
conditions) in such a way that each
participant has an equal chance of being
assigned to each group

Plate 2.3 What research method might be used to study 
the impact of viewing violent television on subsequent 
behaviour?
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Stroebe, Stroebe and Domittner (1988), you wish to study the 
effects of bereavement, for example, you obviously cannot ran-
domly allocate research participants to a ‘bereaved’ and ‘non-
bereaved’ condition. The same applies in many other fields of 
research. Thus the choice of research strategy is often a compromise
between what is optimal and what is practicable. Fortunately, the
sophistication of some quasi-experimental designs is such that it is
possible to draw conclusions about causality with some confidence
( Judd & Kenny, 1981a; West, Biesanz & Pitts, 2000).

Qualitative approaches

Traditionally, social psychological research has been quantitative
and the overwhelming majority of the research discussed in this
book is quantitative in nature. That is, it seeks to operationalize
constructs in ways that make them quantifiable, and thereby allow
the researcher to describe a variable, or the relationship between
two or more variables, in quantitative terms. By contrast, research
in other social science disciplines, such as social anthropology, 
is typically qualitative in nature, meaning that constructs and 

relationships between constructs are described and discussed using
ordinary language. A fundamental assumption shared by qualita-
tive researchers is that we should try to understand the meanings
of social behaviours and social experiences from the perspectives
of the participants concerned, and that to do this properly we need
to pay due regard to the contexts in which these behaviours or ex-
periences naturally occur (see Henwood, 1996).

Although it is common practice for social psychologists to 
use qualitative methods (such as participant observation or semi-
structured interviewing, both described later) in the early stages
of their research (for example, to develop and refine the questions
to be posed in a questionnaire), there are also social psychologists
who exclusively use qualitative methods. They do so in the belief
that a quantitative approach provides at best a partial and at worst
a distorted view of the phenomenon they want to study. In the
context of the present chapter we can do little more than sketch
the range of qualitative research methods that can be deployed 
in social psychological research. Henwood (1996) provides a good
overview of the different possibilities within qualitative enquiry.
Here we limit ourselves to a brief description of one prominent
example of qualitative enquiry, namely discourse analysis. Although
this sounds like a single method, it is a term used to describe a 
family of methods for analys-
ing talk and texts. Discourse
analysis starts from the obser-
vation that everyday talk is
orderly and can be system-
atically studied through the

Plate 2.4 Are those who choose to see violent films more
aggressive?
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Figure 2.2 Self-reported tendency to aggress, as a function of
type of film, and whether or not the respondent was waiting to see
the film or had just seen the film (based on data reported by Black &
Bevan, 1992).

discourse analysis a family of methods for
analysing talk and texts, with the goal of
revealing how people make sense of their
everyday worlds
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transcription and analysis of audiovisual recordings. By recording
and analysing everyday interaction and discourse, it is argued, we
can gain a better insight into the ways that people conduct their
lives and account for themselves.

The discourse analyst seeks to show how, for example, racist 
or sexist attitudes arise not because of the beliefs or biases of the in-
dividual who expresses them, but rather as evaluations that
emerge in the context of particular social interactions. Rather than
being relatively fixed products of individual cognitive systems,
such evaluations arise in the context of conversations and vary 
according to the particular cultural setting. An example of the use
of discourse analysis is the study reported by Wetherell, Stiven and
Potter (1987). These researchers were interested in male and 
female university students’ views about employment opportun-
ities for women. They reasoned that analysing how a group of 17
students talk about these issues would reveal the practical ideolo-
gies that are used to reproduce gender inequalities. The students
were interviewed in a semi-structured way and their responses
were transcribed and analysed. A benefit of this approach is that it
enabled the researchers to identify contradictions in the way ordin-
ary people talk about issues like gender inequality. Rather than
having a single attitude, the students tended to endorse different
positions at different points during the interview, and some of
these positions were inconsistent with each other.

This sort of qualitative approach is not represented in the pre-
sent volume, where the emphasis is on the strengths of a realist,
quantifiable social psychology. This is not to say that qualitative
methods play no role in the research that is represented in this
book. It is more that, as noted above, qualitative methods are 
used in the early stages of such research, rather than being the 
sole research method. The role played by qualitative research
methods in social psychology largely reflects differences in philo-
sophical belief about the causation of social behaviour. For realist
social psychologists, social behaviour has causes, and the goal 
of research is to shed light on those causes. For many qualitative
researchers, social behaviour does not have causes in the same way
that, say, an earthquake has causes. Such researchers use qualita-
tive research methods to identify how people construct their own
and others’ behaviours. From the standpoint of the research rep-
resented in the present volume, qualitative research seems to be
more focused on description than explanation, and more con-
cerned with how behaviour is constructed than with how it is
caused.

SUMMARY

Research strategies are broad categories of research methods
that are available to study social psychological phenom-
ena. We began by noting that it often makes sense to study
a phenomenon using more than one strategy. Here we
identified three quantitative strategies (survey research, 
experiments and quasi-experiments) before discussing qual-
itative research strategies.

A CLOSER LOOK AT
EXPERIMENTATION IN
SOCIAL PSYCHOLOGY

What are the main elements of a social psychological 
experiment?

Experimentation has been the dominant research method in 
social psychology, mainly because it is unrivalled as a method for
testing theories that predict causal relationships between variables.
Standard guides to research in social psychology (e.g., Aronson,
Ellsworth, Carlsmith & Gonzales, 1990; Aronson, Wilson &
Brewer, 1998) treat experimentation as the preferred research
method. In fact there are grounds for questioning the extent to
which experimental studies provide unambiguous evidence about
causation, as we shall see later.

We will first describe the principal features of the experi-
mental approach to social psychological research. To assist this
process of description, we will use Milgram’s (1965; see Chapter 11)
well-known study of obedience as an illustrative example.

Features of the social psychological
experiment

The experimental scenario
is the context in which the
study is presented. In labora-
tory settings it is important 
to devise a scenario for which
there is a convincing and well-
integrated rationale, because
the situation should strike 
participants as realistic and in-
volving, and the experimental
manipulations and the meas-
urement process should not
‘leap out’ at the participant. In Milgram’s study, participants 
were told that the study was an investigation of the effects of 
punishment on learning. The participant was given, apparently 
at random, the role of ‘teacher’, while an accomplice of the ex-
perimenter posing as another participant (known as a confederate)
took the role of ‘learner’. The learner’s task was to memorize a list
of word pairs. The teacher’s task was to read out the first word of
each pair, to see whether the learner could correctly remember
the second word, and to administer a graded series of punishments,
in the form of electric shocks of increasing severity, if the learner
failed to recall the correct word (which he had been instructed to
do from time to time). This scenario was devised with a view to
convincing the participant that the shocks were genuine (which
they were not), and that the learner was actually receiving the
shocks.

experimental scenario the ‘package’
within which an experiment is presented to
participants. In field experiments it is,
ideally, something that happens naturally.
In laboratory experiments it is important to
devise a scenario that strikes the participant
as realistic and involving

confederate an accomplice or assistant of
the experimenter who is ostensibly another
participant but who in fact plays a
prescribed role in the experiment
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The independent variable
is the one that is deliberately
manipulated by the experi-
menter. All other aspects of
the scenario are held constant,
and the independent variable

is changed systematically. Each change produces a new ‘condition’
of the experiment: one change yields two conditions, two changes
yield three conditions, and so on. In Milgram’s research a key 
independent variable was the proximity of the ‘learner’ to the
‘teacher’. In one condition, learner and teacher were in separate
rooms; in a second condition, the teacher could hear the learner
but could not see him; in a third condition, the teacher could both
see and hear the learner’s reactions; in a fourth condition, the
teacher had to hold the learner’s hand down on a metal plate in
order for the shock to be delivered (the touch-proximity condi-
tion). All other aspects of the experimental setting were held con-
stant, so that variations in the teachers’ behaviour in these four
conditions were attributable to the change in proximity between
teacher and learner.

The success of an experiment often hinges on the effectiveness
of manipulations of the independent variable. By effectiveness we
mean (1) the extent to which changes in the independent variable
capture the essential qualities of the construct that is theoretically
expected to have a causal influence on behaviour, and (2) the size
of the changes that are introduced. For example, in Milgram’s
study, we should consider how well the four proximity conditions
capture the construct of proximity. What is being manipulated,
clearly, is physical proximity. Then there is the question of whether
the changes between the four conditions are sufficiently large to
produce an effect. In this case it is hard to see how the proximity
variable could have been manipulated more powerfully; an inves-
tigator who adopts weaker manipulations runs the risk of failing to
find the predicted effects simply because the variations across levels
of the independent variable are too subtle to have an impact. It has
become standard practice in social psychological experiments to
include among the measured variables one or more measures of
the effectiveness of the manipulation: these are known as manip-
ulation checks.

Assessing whether an in-
dependent variable has had 
an effect requires the meas-
urement of the participant’s
behaviour or internal state.
This measured variable is
known as the dependent 
variable, so called because sys-
tematic changes in this mea-
sured variable depend upon the

impact of the independent variable. In Milgram’s study, the de-
pendent variable was the intensity of shocks in a 30-step sequence
that the teacher was prepared to deliver. The results of Milgram’s
experiments are often expressed in terms of the percentage of par-
ticipants who gave the maximum shock level (corresponding 
to 450 volts). The results of the Milgram (1965) study are shown 
in these terms in Figure 2.3. A key question to ask of any depen-
dent variable is the extent to which it is a good measure of the 

underlying theoretical construct. In addition to this question of the
‘fit’ between a theoretical construct and the measured or depen-
dent variable, the most important issue involved in designing 
dependent variables is what type of measure to use. We will dis-
cuss this in more detail below.

Laboratory experiments often involve deception, in the sense
that the participant is misled about some aspect of the research.
The extent of this deception can range from withholding infor-
mation about the purpose of the research to misleading particip-
ants into thinking that the research is concerned with something
other than its real purpose. The main reason for using deception
is that participants would act differently if they were aware of the
true objective of the study. If Milgram’s participants had known
that his was a study of obedience, we can be sure that the rate of
disobedience would have been higher: the participants would have
wanted to demonstrate their ability to resist orders to harm a fel-
low human. Attitudes to the use of deception in social psycholo-
gical research have changed during the past 40 years: misleading
participants about the nature of an experiment is now viewed
more negatively. The reason for this change is partly moral (i.e.,
where possible one should avoid deceiving someone else, whether
or not in the context of an experiment) and partly practical (if par-
ticipants are routinely misled about research, they will enter any
future participation in the expectation that they are going to be
misled, which may influence their behaviour). Striking an appro-
priate balance between being completely honest with participants
and wanting to study them free of the influence of their know-
ledge of the nature of the experiment is difficult. Most universities
in Europe, North America and Australasia have some form of
ethics committee that monitors research involving human parti-
cipants, and national bodies such as the American Psychological
Association (APA) and the British Psychological Society (BPS) have
published guidelines concerning research using human participants
that have to be followed by their members.

independent variable the variable that an
experimenter manipulates or modifies in
order to examine the effect on one or more
dependent variables

manipulation checks a measure of the
effectiveness of the independent variable

dependent variable the variable that is
expected to change as a function of changes
in the independent variable. Measured
changes in the dependent variable are seen
as ‘dependent on’ manipulated changes in
the independent variable
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Figure 2.3 Percentage of participants who administered the
maximum shock level, and who were therefore deemed to be fully
obedient (based on data reported by Milgram, 1965).
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One way to address eth-
ical issues entailed in using 
deception is by careful use of
debriefing. This takes place at
the end of the experimental
session and involves inform-
ing the participant as fully as
possible about the nature and
purpose of the experiment,
and the reason for any decep-
tion. In Milgram’s study, for

example, care was taken to assure participants that the ‘shocks’
they had administered were in fact bogus, and that the learner had
not been harmed in any way; the reason for the deception was also
carefully explained. Ideally, the debriefing process should leave
participants understanding the purpose of the research, satisfied
with their role in the experiment, and with as much self-respect as
they had before participating in the study.

Experimental designs

Why is it important to have a control condition in an experiment?
What is an interaction effect?

As we have seen, it is important that participants are allocated ran-
domly to the different conditions of an experiment. Failure to
achieve this goal hinders the researcher’s ability to conclude that
observed differences between conditions in the dependent vari-
able result from changes in the independent variable. We shall
now examine more closely the question of designing experiments
in order to rule out alternative inferences as far as possible.

First, consider a study that
may appear to be an experi-
ment but cannot properly 
be described as experimental.
This is the one-shot case study.
Following Cook and Campbell
(1979), we shall use the sym-
bols X to stand for a manipu-
lation (i.e., of the independent
variable) and O to stand for

observation (i.e., the dependent variable). In these terms the one-
shot design looks like this:

X O
–––––––––––––––—–––>

time

To take an example, imagine that an educational researcher
wanted to know the effect of a new teaching method on learning.
The researcher takes a class of students, introduces the new
method (X) and measures the students’ comprehension of the
taught material (O). What conclusions can be drawn from such 
a design? Strictly speaking, none, for there is nothing with which
O can be compared, so the researcher cannot infer whether the
observed comprehension is good, poor or indifferent.

A simple extension of the
one-shot design provides the
minimum requirements for a
true experimental study and is
known as the post-test only
control group design. Let R
stand for random assignment
of participants to conditions,
and X and O stand for manip-
ulation and observation, as
before. This design looks like
this:

Experimental group R X O1
Control group R O2

–––––––––––––––––––––>
time

Here there are two con-
ditions. In the experimental
condition participants are 
exposed to the manipulation
(participants in this condition
are known as the experimen-
tal group), and possible effects
of the manipulation are mea-
sured. In the control condi-
tion there is no manipulation
(here the participants are
known as the control group),
but these participants are also
assessed on the same depend-
ent variable and at the same
time point as the experimental
group. Now the observation
made in the experimental
condition (O1) can be compared with something: the observation
made in the control condition (O2). So the researcher might com-
pare one group of students who have been exposed to the new
teaching method with another group who continued to receive
the normal method, with respect to their comprehension of the
course material. An important point is that participants are ran-
domly allocated to the two conditions, ruling out the possibility
that differences between O1 and O2 are due to differences between
the two groups of participants that were present before X was 
implemented. It follows that if O1 and O2 differ markedly it is 
reasonable to infer that X causes this difference.

There are several other more sophisticated and complex 
designs, each representing a more complete attempt to rule out
the possibility that observed differences between conditions result
from something other than the manipulation of the independent
variable (see Cook & Campbell, 1979). A common design in social
psychological experiments is
the factorial experiment, in
which two or more independ-
ent variables are manipulated
within the same study. The

debriefing the practice of explaining to
participants the purpose of the experiment
in which they have just participated, and
answering any questions the participant
may have. It is especially important to
debrief participants when the experimental
procedure involved deception – in which
case the debriefing should also explain why
the deception was considered to be
necessary

one-shot case study a research design in
which observations are made on a group
after some event has occurred or some
manipulation has been introduced. The
problem is that there is nothing with which
these observations may be compared, so
one has no way of knowing whether the
event or manipulation had an effect

post-test only control group design a
minimal design for a true experiment.
Participants are randomly allocated to one
of two groups. One group is exposed to the
independent variable; another (the control
group) is not. Both groups are assessed on
the dependent variable, and comparison of
the two groups on this measure indicates
whether or not the independent variable
had an effect

experimental group a group of
participants allocated to the ‘experimental’
condition of the experiment, i.e., the
condition in which participants are exposed
to that level of the independent variable
that is predicted to influence their thoughts,
feelings or behaviour

control group a group of participants 
who are typically not exposed to the
independent variable(s) used in
experimental research. Measures of the
dependent variable derived from these
participants are compared with those
derived from participants who are exposed
to the independent variable (i.e., the
experimental group), providing a basis for
inferring whether the independent variable
determines scores on the dependent
variable

factorial experiment an experiment in
which two or more independent variables
are manipulated within the same design
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simplest case can be represented as follows, where R stands for
random assignment of participants to conditions, X stands for a
variable with two levels (X1 and X2) and Y stands for another vari-
able with two levels (Y1 and Y2):

R X1Y1 O1
R X1Y2 O2
R X2Y1 O3
R X2Y2 O4
––––––––––––––––––––>

time

A factorial design contains all possible combinations of the in-
dependent variables. In the design shown above, each independ-
ent variable has two levels, resulting in four conditions. The main
benefit of a factorial design is that it allows the researcher 

to examine the separate and
combined effects of two or
more independent variables.
The separate effects of each 
independent variable are
known as main effects. If the
combined effect of two inde-
pendent variables differs from
the sum of their two main 
effects, this is known as an 
interaction effect.

To illustrate an interaction effect, let us consider a study of 
the effects of persuasive communications on attitude change, 
reported by Petty, Cacioppo and Goldman (1981). To test Petty
and Cacioppo’s (1986a) elaboration likelihood model of persua-
sion (see Chapter 7), these researchers manipulated two variables.
The first was argument quality, i.e., whether the persuasive com-
munication the participants read consisted of strong or weak 

arguments in favour of making the university examination system
tougher. The second variable was involvement, i.e., whether 
the participants, who were students, thought that the university
would introduce the tougher exam system next year, such that 
it would affect them personally (high involvement), or in the 
next decade, such that it would not affect them personally (low 
involvement). According to the elaboration likelihood model, 
argument quality should have a stronger impact on attitudes 
when participants are involved with the message topic than when
they are not. Figure 2.4 shows some of the key findings from Petty
et al.’s (1981) study. It can be seen that the effect of argument 
quality on attitudes was much greater when involvement was 
high than when it was low, just as the theory predicts. Because the
predicted effect is an interaction, testing this prediction requires 
a factorial design.

Threats to validity in experimental
research

What is the difference between internal and external validity?
What is meant by the term ‘confounding’ in the context of

experimental research?

In a research context, validity
refers to the extent to which
one is justified in drawing 
inferences from one’s find-
ings. Experimental research
attempts to maximize each of
three types of validity: inter-
nal validity, construct validity
and external validity.

Internal validity refers to the validity of the conclusion that 
an observed relationship between independent and dependent
variables reflects a causal relationship, and is promoted by the use
of a sound experimental design. We have already seen that the use
of a control group greatly enhances internal validity, but even if 
one uses a control group there remain many potential threats to 
internal validity (Brewer, 2000; Cook & Campbell, 1979). Prime
among these is the possibility that the groups being compared dif-
fer with respect to more than the independent variable of interest.

For example, let’s assume that in Milgram’s obedience re-
search a different experimenter had been used for each of the four
conditions described earlier, such that experimenter 1 ran all par-
ticipants in one condition, experimenter 2 ran all participants in
another condition, and so on. It might seem sensible to divide 
the work among different experimenters, but to do so in this way
poses a major threat to the internal validity of the experiment. This
is because the four conditions would no longer differ solely 
in terms of the physical proximity of the ‘victim’; they would also
differ in that different experimenters conducted them. Thus the
differing amounts of obedience observed in the four conditions
might reflect the impact of the physical proximity variable, or the
influence of the different experimenters (or, indeed, some com-
bination of these two factors). The problem is that the physical

main effect a term used to refer to the
separate effects of each independent
variable in a factorial experiment

interaction effect a term used when the
combined effects of two (or more)
independent variables in a factorial
experiment yield a pattern that differs from
the sum of the main effects
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Figure 2.4 Interaction between argument quality and
involvement, showing that argument quality had a much stronger
effect on attitudes when involvement was high (based on data
reported by Petty, Cacioppo & Goldman, 1981).

validity a measure is valid to the extent
that it measures precisely what it is
supposed to measure

internal validity refers to the validity of
the inference that changes in the
independent variable result in changes in
the dependent variable
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proximity variable would be
confounded with a second vari-
able, namely experimenter
identity. It is impossible to dis-
entangle the effects of con-
founded variables.

Even when we are con-
fident that the relationship be-
tween X and O is a causal one,
in the sense that internal 
validity is high, we need to
consider carefully the nature

of the constructs involved in this relationship. Construct validity
refers to the validity of the assumption that independent or de-
pendent variables adequately capture the variables (or ‘constructs’)
they are supposed to represent. Even if the researcher has reason
to feel satisfied with the construct validity of the independent vari-
able, there remains the question of whether the dependent vari-
ables actually assess what they were intended to assess. There are
three main types of threat to the construct validity of dependent
variables in social psychological experimentation: social desirabil-
ity, demand characteristics and experimenter expectancy.

Social desirability refers to
the fact that participants are
usually keen to be seen in a
positive light, and may there-
fore be reluctant to provide
honest reports of anything
which they think would be re-

garded negatively. Equally, participants may ‘censor’ some of their
behaviours so as to avoid being evaluated negatively. To the extent
that a researcher’s measures are affected by social desirability, they
fail to capture the theoretical construct of interest. An obvious way
to reduce social desirability effects is to make the measurement
process unobtrusive: if participants do not know what it is that is
being measured, they will be unable to modify their behaviour.

Demand characteristics are cues that convey the experimenter’s
hypothesis to the participant. Individuals who know that they are
being studied will often have hunches about what the experi-
menter is expecting to find. They may then attempt to provide 
the expected responses. When behaviour is enacted with the 
intention of fulfilling the experimenter’s hypotheses, it is said to
be a response to the demand characteristics of the experiment.
Orne (1962, 1969) conducted much research on demand charac-

teristics and suggested ways
of pinpointing the role they
play in any given experimen-
tal situation. For example, he
advocated the use of post-
experimental enquiry, in the
form of an interview, prefer-
ably conducted by someone
other than the experimenter,
the object being to elicit 
from participants what they
believed to be the aim of the
experiment and the extent to

which this affected their behaviour. Clearly, researchers should do
all they can to minimize the operation of demand characteristics,
for example by using unobtrusive measures, that is, measures that
are so unobtrusive that par-
ticipants are unaware of the
fact that they are being taken,
or by telling participants that
the purpose of the experi-
ment cannot be revealed until
the end of the study and that
in the meantime it is import-
ant that they do not attempt
to guess the hypothesis. A
cover story that leads particip-
ants to believe that the purpose of the study is something other
than the real purpose is a widely used means of lessening the 
impact of demand characteristics.

Experimenter expectancy refers to the experimenter’s own 
hypothesis or expectations about the outcome of the research. 
This expectancy can unintentionally influence the experimenter’s
behaviour towards participants in such a way as to enhance the
likelihood that they will confirm his or her hypothesis. Rosenthal
(1966) called this type of influence the experimenter expectancy 
effect. The processes mediat-
ing experimenter expectancy
effects are complex, but non-
verbal communication is cen-
trally involved. An obvious
strategy for reducing these 
effects is to keep experi-
menters ‘blind’ to the hypo-
thesis under test, or at least
blind to the condition to
which a given participant has been allocated; other possibilities 
include minimizing the interaction between experimenter and 
participant, and automating the experiment as far as possible.
Indeed, in much current social psychological research, the entire
experiment, including all instructions to the participants, is pre-
sented via a computer. This obviously limits the opportunity for
experimenters to communicate their expectancies.

Even if the experimenter manages to avoid all these threats to
internal and construct validity, an important question remains: 
to what extent can the causal relationship between X and O be
generalized beyond the circumstances of the experiment? External
validity refers to the general-
izability of a finding beyond
the circumstances in which 
it was observed by the re-
searcher. One important 
feature of the experimental
circumstances, of course, is the type of person who participates in
the experiment. In many cases participants volunteer their partici-
pation, and to establish external validity it is important to consider
whether results obtained using volunteers can be generalized to
other populations. There is a good deal of research on differences
between volunteers and non-volunteers in psychological studies
(see Rosenthal & Rosnow, 1975). The general conclusion is that

confounding a variable that incorporates
two or more potentially separable
components is a confounded variable. When
an independent variable is confounded, the
researcher’s ability to draw unambiguous
causal inferences is seriously constrained

construct validity the validity of the
assumption that independent and
dependent variables adequately capture
the abstract variables (constructs) they are
supposed to represent

social desirability refers to the fact that
research participants are likely to want to be
seen in a positive light and may therefore
adjust their responses or behaviour in order
to avoid being negatively evaluated

demand characteristics cues that are
perceived as telling participants how they
are expected to behave or respond in a
research setting, i.e., cues that ‘demand’ a
certain sort of response

post-experimental enquiry a technique
advocated by Orne for detecting the
operation of demand characteristics. The
participant is carefully interviewed after
participation in an experiment, the object
being to assess perceptions of the purpose
of the experiment

unobtrusive measures (also called non-
reactive measures) measures that the
participant is not aware of, and which
therefore cannot influence his or her
behaviour

cover story a false but supposedly
plausible explanation of the purpose of an
experiment. The intention is to limit the
operation of demand characteristics

experimenter expectancy effects effects
unintentionally produced by the
experimenter in the course of his or her
interaction with the participant. These
effects result from the experimenter’s
knowledge of the hypothesis under test,
and they increase the likelihood that the
participants will behave in such a way as to
confirm the hypothesis

external validity refers to the
generalizability of research findings to
settings and populations other than those
involved in the research
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there are systematic personality differences between volunteers
and non-volunteers. Such findings are explained in terms of vol-
unteers’ supposedly greater sensitivity to and willingness to com-
ply with demand characteristics. The external validity of studies
based only on volunteers’ behaviour is therefore open to question,
and the solution to this problem is to use a ‘captive’ population,
preferably in a field setting.

Another criticism of social (and indeed other) psychological 
experiments is that the participants are often university students.
Sears (1986) examined research articles published in major social
psychology journals in 1985 and found that 74 per cent were con-
ducted with student participants. Although students are certainly
unrepresentative of the general population, being younger, more
intelligent and more highly educated than the average citizen, this
in itself is not a threat to the validity of the research. This is because
the goal of much social psychological research is to understand the
process(es) underlying a phenomenon (such as attitude change 
or stereotyping), rather than to describe the general population 
(a goal for which survey research is much better suited). In any case,
there is often little reason to suppose that the processes underlying
a phenomenon such as attitude change or stereotyping differ in
some fundamental way between students and non-students.

Social psychological experiments on
the Internet

What are the advantages and disadvantages of web-based
experiments?

A relatively new development in psychological research is the 
use of the Internet to recruit and conduct experiments (Internet 
experiments). People are invited to participate in the research by 

visiting a website where the
server runs the whole study,
from allocating participants 
to an experimental condition
to debriefing them about the 

nature and purpose of the study once they have completed the 
experimental task. Birnbaum (2000) noted that the number of 
experiments listed on sites such as the one maintained by the
American Psychological Society (psych.hanover.edu/Research/
exponnet.html) has grown very rapidly, by around 100 per cent
per year, and that many of these studies are social psychological.

What are the primary advantages and disadvantages of such
web-based experiments? A major advantage is the ease with which
quite large amounts of data can be collected in a relatively short
time. Other advantages are that participants are recruited from dif-
ferent countries, from different age groups and – to the extent that
access to the Internet becomes more widespread – from different
socioeconomic backgrounds. Obvious disadvantages are that the
researcher loses a degree of control over the running of the ex-
periment. Participants complete the study in different physical 
settings, at different times of the day and night, and probably with
differing levels of motivation and seriousness. There are also 
issues to do with the representativeness of those who choose to

participate in an Internet study (they tend to be white, from the
USA or from Europe, and to be relatively young – but not as young
as those who take part in laboratory experiments) and with the 
effect of linguistic competence on the reliability and validity of 
responses (most studies posted on the web are in English, and 
although the majority of respondents tend to be from the USA or
other English-speaking countries, some are not).

Despite the potential problems associated with running experi-
ments on the web, the evidence suggests that Internet studies 
yield results that parallel those of conventional experiments 
(see Krantz & Dalal, 2000). It is clear that this way of conducting
experiments is going to continue to expand very rapidly. Before
embarking on such research it is important to consult sources such
as Nosek, Banaji and Greenwald (2002) and Reips (2002), who offer
advice about how best to avoid the potential pitfalls.

Problems with experimentation

What are the main criticisms that have been levelled at the use of
experiments in social psychology?

What is meant by the term ‘mediation’ in the context of
psychological research?

It is widely assumed that the experimental method provides the
‘royal road’ to causal inference (Aronson et al., 1998). In fact causal
inference from the results of experiments is more problematic than
some commentators allow. One problem concerns what Gergen
(1978) has called the cultural embeddedness of social events, by which
he means that a laboratory experimental demonstration that in-
dependent variable X has an impact on dependent variable O needs
to be qualified by adding that the circumstances in which X was
manipulated may have played a role in producing the observed 
effects on O. Smith and Bond (1998) review many social psycholo-
gical experiments, including the Milgram obedience experiment,
that have been conducted in different countries. It is not unusual
for these experiments to produce different findings as a function of
the cultural setting.

A related problem noted by Gergen is that although the experi-
mental method supposedly allows us to trace the causal sequence
from antecedent conditions to the behaviour of interest, its capa-
city to do so depends on the assumption that external events are
related in a one-to-one fashion with particular states or processes
in the individual. The result is that what one experimenter believes
to be a demonstration of the effect of X on O via the mediating
process Z, another will prefer to explain in terms of a different process.
Social psychology abounds with such debates between rival accounts
for findings (for examples, see Tetlock & Levi, 1982; Tetlock &
Manstead, 1985), and some have come to the view that experiment-
ation is not a suitable way to settle such between-theory disputes.

The heart of the problem identified by Gergen is that phe-
nomena of interest to social psychologists often entail chains of 
events. If we strip this issue down to its bare essentials, we can ask
whether variable X influences variable O directly, or whether the
relation between X and O is mediated by another variable, Z. By
conducting an experiment we may establish that there is a causal
relation between X and O; but had we also measured Z, we might

Internet experiments experiments that
are run on a server which participants
access via the Internet
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have found that the relation between X and Z is also very high, as
is the relation between Z and O. Indeed, we might find that once
the X–Z and Z–O relationships are statistically taken into account,
the originally established relationship between X and O disappears.
This is the type of situation in which one can infer that the rela-
tionship between X and O is mediated by Z (Baron & Kenny, 1986).

Indeed, one strategy that helps
to overcome the problem of
alternative explanations iden-
tified by Gergen is to design
experiments that include the
assessment of possible medi-
ating variables. In modern 
social psychological research,
researchers often attempt to

measure such variables and then to conduct mediational analysis,
for which there are well-established procedures (see Judd & Kenny,
1981b; Kenny, Kashy & Bolger, 1998).

A final problem worth mentioning is that although the ostens-
ible goal of social psychological experimentation is the accumula-
tion of scientific knowledge, in the form of laws or principles of
social behaviour that are valid across time, there is some reason
to doubt whether experimentation (or, indeed, any other method)
is capable of generating evidence that could be the basis of such
laws. To understand why this is the case in social sciences but not
in natural sciences, bear in mind that the relationship between re-
searcher and the object of study is radically different in these 
two types of science. Testing of theories in the natural sciences is
concerned with the analysis and explanation of the object world, a
world that does not engage in the construction and interpretation
of the meaning of its own activity. The objects of investigation in
social sciences are people, who do of course attribute meaning and
significance to their own actions. Social psychology cannot there-
fore be neatly separated from what it studies. Laypersons are able
to acquire social psychological knowledge and use it to modify
their actions in a way that atoms, elements and particles cannot.

One implication of this is that even well-supported social psy-
chological theories should not be regarded as embodying ‘laws’
that hold good across time: if learning about a theory leads people
to modify the behaviour that the theory tries to explain, the theory
has limited temporal validity. Gergen (1973, 1978) has been the
leading advocate of this sobering view, although others, including
Schlenker (1974), have challenged his arguments. It is also worth
noting that some of the problems of accumulation of knowledge

in social psychology can be
addressed through the use of
meta-analysis. This is a tech-
nique for statistically integrat-
ing the results of independent
studies of the same pheno-
menon in order to establish
whether findings are reliable

across a number of independent investigations (see Cooper, 1990;
Hedges & Olkin, 1985; Johnson & Eagly, 2000). The increasing use
of meta-analysis in social psychology (where relevant, one is cited
in every chapter of this book) has shown, without doubt, that
many social psychological claims have, in fact, been confirmed

over multiple experiments, often conducted over many decades.
This accumulation of evidence does not support Gergen’s claim.

What are the implications of these problems for the status 
of experimentation in social psychological research? Even some of
the harshest critics of the experimental approach do not advocate
the abandonment of experimentation. For example, Gergen ac-
knowledged that experiments would continue to play an import-
ant role in the explication of the relationship between biological
processes (such as physiological arousal) and social behaviour; that
studies such as the Milgram experiment are useful for raising con-
sciousness about the insidious nature of social influence; that ex-
periments can increase the impact of theories by providing vivid
demonstrations of conditions under which a theory makes suc-
cessful predictions; and that experimentation can be useful to 
evaluate social reforms, such as the effectiveness of measures 
designed to conserve energy. Thus the debate about the utility of
experimentation revolves around the types of inference that can
reasonably be made on the basis of experimental evidence, with
‘traditionalists’ such as Aronson et al. (1998) sticking to the view
that experimentation provides a firm basis on which to build
knowledge, and critics such as Gergen questioning this assump-
tion. Given that over 30 years have now elapsed since Gergen’s
critique, and experimental social psychology continues to grow
and flourish, we can conclude in any case that experiments have
not been abandoned.

SUMMARY

We examined different aspects of the use of experimenta-
tion in social psychology. We began by describing the prin-
cipal features of the social psychological experiment, before
going on to discuss some common experimental designs.
We then considered the main threats to validity in experi-
mental research, such as demand characteristics and experi-
menter expectancy effects, before going on to describe how
researchers are making increasing use of the Internet to con-
duct experiments. Finally, we considered some possible
problems with the use of experiments in social psycholo-
gical research.

DATA COLLECTION
TECHNIQUES

What are the principal data collection techniques used in social
psychological research?

What are the strengths and weaknesses of each of these techniques?

Assuming that an investigator is conducting quantitative research,
he or she will need to measure one or more variables, regardless of
which research strategy has been adopted. In correlational designs

mediating variable a variable that
mediates the relation between two other
variables. Assume that independent variable
X and dependent variable O are related. If a
third variable Z is related to both X and O,
and if the X–O relation disappears when we
take the role of Z into account, then Z is said
to mediate the relation between X and O

meta-analysis a set of techniques for
statistically integrating the results of
independent studies of a given
phenomenon, with a view to establishing
whether the findings exhibit a pattern of
relationships that is reliable across studies
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the researcher has to measure each of the variables that are 
expected to correlate. In experimental designs the researcher 
needs to measure the dependent variable. In either case, the in-
vestigator is confronted with the task of translating a theoretical 
construct (for example, aggression) into a measurable variable 
(for example, willingness to harm someone). Any psychological
measure should be both reliable and valid. Reliability here 

refers to the stability of the
measure. If you measure an
adult’s height, the measure-
ment will be highly stable
from one day to the next and
will also be independent of
who is doing the measuring.

A reliable measure is one that is not dependent on the time of mea-
surement or on the person taking the measurement. A measure
can be highly reliable and yet be low in validity. To pursue the
height example, let us imagine that what you really want to mea-
sure is a person’s weight. In the absence of a proper weighing scale
you decide to measure height instead, because you do have a tape-
measure. Of course, height and weight are correlated with each
other, so height may be a better estimate of weight than simple
guesswork. But clearly, height is not especially valid as a measure
of weight. So validity in this context refers to the extent to which
the measured variable really captures the underlying construct.

In social psychological research the investigator typically
chooses to measure a variable using one or more of the following:
observational measures, self-report measures or (a more recent 
development) implicit measures.

Observational measures

If the object of one’s research is to collect information about social
behaviour, an obvious means of doing so is by observation. Many
behaviours of interest to social psychologists are detectable with-
out sophisticated equipment and take place in public settings, which
makes them suitable for observation. Although observational
methods vary in kind from the informal and unstructured to the
highly formal and structured, the object in each case is the same:
to abstract from the complex flux of social behaviour those actions
that are of potential significance to the research question, and to
record each instance of such actions over some period (Weick, 1985).

Sometimes the nature of the research setting or topic dictates
that observation is conducted in a relatively informal and un-
structured manner, with the researcher posing as a member of the
group being observed. A classic example of research employing
this method is Festinger, Riecken and Schachter’s (1956) study of
the consequences of blatant disconfirmation of strongly held 
beliefs. The investigators identified a religious sect that predicted
that the northern hemisphere would be destroyed by flood on a
certain date. By joining that sect, members of the research team
were able to observe what happened when the predicted events
failed to materialize. Under such circumstances, observation
clearly has to be covert and informal: if other sect members 
suspected that the researchers were not bona fide believers, the 
opportunity for observation would be removed. This type of 

observation is known as par-
ticipant observation, and typic-
ally yields qualitative data.

More formal methods of
observation can be used when
it is possible to record actions
relevant to the research question without disrupting the occur-
rence of the behaviour. An example is Carey’s (1978) series of 
studies investigating the hypothesis that when one pedestrian ap-
proaches another on the street, a rule of ‘civil inattention’ applies,
whereby each looks at the other up to the point where they are
approximately 8 feet apart, after which their gaze is averted.
Goffman (1963) first advanced this hypothesis on the basis of in-
formal observation. Carey’s purpose was to verify, using more for-
mal methods, the existence of this rule, and to establish parameters
such as the distance between pedestrians when gaze is first averted.
He covertly photographed pairs of pedestrians as they approached
and passed each other on a street, taking the photographs from
upper storeys of buildings overlooking the street. The resulting
photographs were coded for variables such as distance between
the pair, whether their heads and eyelids were level or lowered,
and whether gaze direction was towards or away from the 
approaching person.

The two examples cited above have in common the fact that
the targets of the researchers’ observations were unaware that 
they were being observed. Although such failure to inform per-
sons of their involuntary participation in a research project raises
ethical questions, it does overcome a problem peculiar to any 
research that uses humans as participants, namely the tendency
for the measurement process itself to have an impact on particip-
ants’ behaviour, a phenomenon known as reactivity. It is well 
established that the knowledge
that one is being observed can
influence behaviour. A well-
known instance of such an 
effect is a study of worker
productivity conducted at 
the Hawthorne plant of the
Western Electric Company
(Roethlisberger & Dickson,
1939), where it was found that
merely observing workers
raised their motivation and
thereby increased productivity. Instances of such influence have
come to be known as Hawthorne effects. Awareness of this problem
has led many researchers to develop unobtrusive methods of 
observing and measuring behaviour. Webb, Campbell, Schwartz
and Sechrest (2000) compiled a useful sourcebook of methods of
unobtrusive measurement.

The most formal type of
observational method is one in
which the researcher uses a pre-
determined category system
for scoring social behaviour. A
well-known example of such
a system is Bales’s (1950) inter-
action process analysis (IPA),

reliability the degree to which a measure
is free from measurement error; a measure
is reliable if it yields the same result on more
than one occasion or when used by
different individuals

participant observation a method of
observation in which the researcher studies
the target group or community from within,
making careful records of what he or she
observes

reactivity a measurement procedure is
reactive if it alters the nature of what is
being measured (i.e., if the behaviour
observed or the verbal response recorded is
partly or wholly determined by the
participant’s awareness that some aspect of
his or her behaviour is being measured)

Hawthorne effect a term used to describe
the effect of participants’ awareness that
they are being observed on their behaviour

interaction process analysis (IPA) a
formal observational measurement system
devised by Bales for coding the interactions
of members of small social groups. It
consists of categories and procedures for
coding interaction in terms of these
categories
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developed to study interaction in small social groups. Here the ver-
bal exchanges between group members are coded in terms of 12
predetermined categories (e.g., ‘requests information’; see Chap-
ter 12, this volume). The scores of group members can then be
used to determine (among other things) who is the leader of the
group (see Bales & Slater, 1955). Further examples of observational
coding schemes can be found in Bakeman (2000).

Observational methods of data collection have two main 
advantages over the self-report methods we shall consider below:
first, they can often be made unobtrusively; second, even where
the participant knows that his or her behaviour is being observed,
enacting the behaviour is typically quite engrossing, with the result
that participants have less opportunity to modify their behaviour
than they would when completing a questionnaire. Nevertheless,
there are some types of behaviour that are either difficult to 
observe directly (because they are normally enacted in private) or
impossible to observe directly (because they took place in the past).
Moreover, social psychologists are often interested in measuring
people’s perceptions, cognitions or evaluations, none of which can be
directly assessed simply through observation. For these reasons,
researchers often make use of self-report measures.

Self-report measures

The essential feature of data collection using self-report measures
is that questions about the participant’s beliefs, attitudes and 
behaviour are put directly to the participant. The responses 
are self-report data. Self-report measurement is usually quicker,
cheaper and easier to use than observational measurement. The re-
searcher does not have to contrive a laboratory setting or find a
natural setting in which to observe a behavioural response; fur-
thermore, there is typically no need to train observers or to use
recording equipment, for self-reports are usually recorded by the
participant. Finally, as noted above, some of the variables that 
are of most significance to social psychologists are not directly 
observable. For these reasons, self-report measurement is very
common in social psychological research, and it is not unusual for
studies to depend exclusively on self-report data.

There are two principal methods of collecting self-report data:
the questionnaire and the interview. In the questionnaire method,
participants are handed a set of questions, along with instructions
on how to record their answers. In the interview method, questions
are put to the participant by an interviewer, who then records 
the participant’s responses. Interviewing is particularly useful
when there is reason to believe that the questions might be diffi-
cult to understand without clarification. A tactful and sensitive 
interviewer should be able to establish rapport and ensure that 
the respondent fully comprehends a question before answering.
Another advantage of interviewing is that interviews can be ‘semi-
structured’, meaning that although the interviewer has a set series
of topics to be covered in the interview, he or she is able to vary
the specific questions that are asked so that they are relevant to
the unfolding discussion. However, interviewing is costly in terms
of time and money, and a poorly trained interviewer can easily
bias the respondent’s answers by hinting at a desired or socially 
acceptable response. Questionnaires are especially useful for 

gathering data from large numbers of participants with minimal
expense, and the comparative anonymity of the process is preferable
when the questions touch on sensitive issues. On the other hand,
many people who are given questionnaires fail to complete and/
or return them. Response rates for questionnaires sent by mail to
randomly selected names and addresses vary between 10 and 50
per cent. Because there is always the danger that non-respondents
differ systematically from respondents in some respect, low 
response rates are undesirable.

Devising a good questionnaire or interview schedule is a harder
task than one might imagine. As with any psychological measure,
the goal is to produce questions that are reliable and valid.
Although there are many potential sources of unreliability 
in the construction of questionnaires, the most serious threat 
to reliability is ambiguity: if a question is ambiguous, different 
respondents may interpret it differently and therefore provide 
answers to what is in effect a different question. The most serious
threat to question validity is failure on the part of the investigator
to have specific objectives for each question: the hazier the intent of 
the researcher in posing a particular question, the greater are the
chances that it will fail to elicit information relevant to his or her
objectives. However, there are other sources of unreliability and
invalidity that cannot easily be controlled. A simple rule-of-thumb
is never to assume that answers to a single question will reliably 
or validly measure a construct. If two or more items are used 
to measure that construct, the factors that decrease reliability and
validity of responses to any single question should cancel each
other out, so a measure based on the average of the responses 
to the different items will be a more reliable measure of the 
underlying construct.

Because it is difficult to envisage all the potential pitfalls in 
questionnaire construction, there is no substitute for pilot work 
in which drafts of the final questionnaire are administered to par-
ticipants whose answers and comments provide a basis for revi-
sion. Constructing an entirely fresh questionnaire can therefore be
a time-consuming and painstaking process. Fortunately, there are
collections of previously developed and pre-tested questionnaires,
such as the one edited by Robinson, Shaver and Wrightsman
(1991). It is worth checking such a source before setting out to 
construct an original questionnaire. If no suitable questionnaire 
already exists, the researcher should consult a text on questionnaire
design such as the one by Oppenheim (1992) before devising a
fresh questionnaire.

Self-report measures have several advantages. What are their
drawbacks? Obviously, it is not possible to collect self-report data
completely unobtrusively: participants are aware that they are
under investigation, and may modify their responses as a result of
this awareness. In particular, there is ample opportunity for the re-
spondent’s answers to be influenced by motivational factors, such
as social desirability. There is no simple solution to this difficulty,
although there are steps that can be taken which reduce the scale
of the problem. First, it is worth emphasizing to participants when-
ever possible that their responses are anonymous. Second, it is
worth stressing the point that there are no right or wrong answers.
Third, it is often possible to increase participants’ motivation to
respond truthfully by treating them as research accomplices rather
than ‘guinea-pigs’.
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are other measures (especially self-report) obviously raises some
tricky issues with regard to cross-validating one measure by means
of another.

Another key advantage of implicit measures is that they can 
assess constructs and processes that may be outside the awareness
of the individual. If people are not aware of having certain
thoughts or feelings, they will by definition be unable to report
them, even if they are highly motivated to be honest. The study 
of ‘automatic’ processes has become a central theme in social cog-
nition research (see Bargh & Chartrand, 2000). Given that one of
the attributes of an automatic process is that the individual is un-
aware of it, studying such a process requires the use of implicit
measurement.

Choosing a measure

All three types of measure considered here have certain advan-
tages and disadvantages. Although there are no hard-and-fast rules
for choosing one type of measure rather than the other, two points
should be borne in mind when judging the appropriateness of 
a measure. First, the three types of measure – observational, self-
report and implicit – can be used in conjunction with each other in
many types of research. Second, the three types of measure differ
in terms of the type of information they yield. If observational,
self-report and implicit measures of the same conceptual variable
point to the same conclusion, this clearly enhances confidence 
in that conclusion. Furthermore, self-report measures often assess
the outcome of a process; by using observational and implicit mea-
sures as well, the researcher can gain insight into the processes re-
sponsible for that outcome. A special quality of implicit measures
is that they enable researchers to capture aspects of the individual’s
thoughts, feelings and behaviour that are outside awareness and
therefore not susceptible to feigning.

Implicit measures

A recent development in social psychological research methods
has been the increasing use of techniques for measuring percep-
tions, cognitions and evaluations that do not rely on the usual type

of self-report measure, thereby
avoiding the disadvantages 
of the latter. These tech-
niques are often referred to as
implicit measures (Greenwald
& Banaji, 1995). The use of
such measures has quite a
long history in social psycho-
logy: Campbell (1950) pub-
lished a classic paper on the

indirect assessment of attitudes more than half a century ago.
What is different about the modern use of implicit measures is that
they usually take advantage of computer technology. Here com-
puters are used not only for the presentation of experimental 
materials but also (and more importantly) for the precise 
measurement of various aspects of the participants’ responses to
these materials. An example of an implicit measure is the use of
response latencies (i.e., how long it takes a participant to answer a
particular question). Such measures can provide fresh insights into
cognitive structures and processes. For instance, in the study re-
ported by Gaertner and McLaughlin (1983), the automatic opera-
tion of stereotypes was assessed by the speed (response latency)
with which participants made judgements about pairs of words.
The participants’ task was to say ‘yes’ if there was an association
between each pair of words. White participants responded
significantly faster to white-positive word pairs (e.g., white–smart)
than black-positive word pairs (e.g., black–smart), thereby sug-
gesting that they engaged in automatic stereotyping of racial
groups. Examples of the use of implicit measures to assess attitudes
can be found in Chapter 6.

A major advantage of implicit measures is that they are not re-
active. That is, implicit measures are not subject to biases such as
social desirability and demand characteristics, because they tap
processes that operate outside awareness. However, it is by no
means certain that such measures have high validity. How does
one know, for example, whether a fast reaction time reflects auto-
matic stereotyping as opposed to individual differences in lexical
knowledge? To address questions such as this, one ideally needs
to have other measures (e.g., observational) that provide evidence
that converges with the evidence provided by implicit measures.

In principle such evidence
helps to establish the conver-
gent validity of both types of
measure. Convergent validity
is established when different
operationalizations of the same
construct produce the same
results. However, the argu-

ment that implicit measures tap processes in a way that is less 
subject to the influence of self-presentational concerns than 

convergent validity established by
showing that different measures of the
same construct (e.g., self-report, implicit,
observation) are significantly associated
with each other

implicit measures measures of constructs
such as attitudes and stereotypes that are
derived from the way respondents behave
(such as how long they take to make a
decision or to answer a question) rather
than from the content of their answers to
explicit questions about these constructs.
They are a class of unobtrusive measures

Plate 2.5 Implicit measures usually take advantage of computer
technology.
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SUMMARY

We examined the main data collection techniques available
to the social psychological researcher. Three such tech-
niques were identified: observational, self-report and im-
plicit measurement. We noted that each technique has its
own advantages and disadvantages, and that there is often
a case for using more than one type of measure in a piece of
research.

SUMMARY AND
CONCLUSIONS

l Research methods are the procedures a researcher uses to
gather information, and methodology is a term used to refer to
all aspects of the implementation of methods.

l The information gathered using research methods is used 
to test the researcher’s theoretical predictions. These
predictions are derived from a theory. The theory is often
generated through observation of real-life events or by 
trying to make sense of puzzling findings from previous
research.

l We drew a distinction between research strategies and data
collection techniques. We described three quantitative
research strategies: survey research, quasi-experiments and
true randomized experiments. Two key ways in which these
strategies differ are in terms of (1) the degree to which one is
able to generalize to a population and (2) the degree to which
one can draw inferences about causality.

l We briefly discussed qualitative research methods, noting
that these are often used by researchers who believe that
quantitative methods are unsuited to studying the
phenomenon under investigation. Discourse analysis was
identified as a popular qualitative approach. Discourse
analysis emphasizes the importance of how social
phenomena are constructed through discourse.

l Experimentation was singled out for more detailed discussion
because of its prominence as a research strategy in social
psychology during the last six decades. The main features 
of experimentation were identified as: the experimental
scenario; the independent variable; the dependent variable;
the manipulation check; and debriefing.

l A true experimental design is one that enables the researcher
to infer that changes in the independent variable produce
changes in the dependent variable. Such a design must
therefore incorporate more than one condition, allowing the
researcher to compare observations made under different
conditions.

l The minimal true experimental design is the post-test only
control group design, in which participants are randomly
allocated to one of two conditions, only one of which
involves being exposed to the manipulation. Several 
more complex designs are available, and of these the 
factorial design is very commonly used, mainly because 
of its ability to test predictions concerning interaction 
effects.

l Drawing strong inferences from social psychological research
depends on three types of validity: internal, construct and
external. We identified confounding as a threat to internal
validity; social desirability effects, demand characteristics 
and experimenter effects as threats to construct validity; 
and volunteer/non-volunteer differences as a threat to
external validity.

l The Internet has provided social (and other) psychologists
with a new arena in which to conduct experiments, 
enabling them to reach larger and more diverse groups 
of participants. The evidence to date suggests that despite 
the potential problems of web-based experiments, their
results tend to parallel those obtained using conventional
methods.

l We noted that some social psychologists have questioned 
the utility of experiments. The cultural embeddedness 
of social behaviour, the fact that social behaviour is
determined by multiple factors, and the ability of 
humans to modify their behaviour in the light of social
psychological theories were identified as grounds for
questioning the assumption that experimentation 
generates cumulative knowledge of the laws governing 
social behaviour.

l We identified three principal methods of collecting data in
social psychological research: observational measurement,
self-report measurement and implicit measures.
Observational and implicit measures have the advantage of
being less susceptible to social desirability effects, and can 
be made completely unobtrusive. However, observational
measures are obviously limited to phenomena that can 
be observed and are not suited to the assessment of 
covert cognitive phenomena such as attitudes, causal
attributions and stereotypes (see Chapters 3, 6, 7 and 14, 
this volume).

l To study these more covert phenomena researchers have
traditionally relied on self-report measures, although there
has been an increasing tendency to make use of implicit
measures, the goal of which is to reveal phenomena that may
either be outside the awareness of the individual or are likely
to be misreported in conventional self-report measures due
to social desirability concerns.

l There are obvious advantages in using these different types of
measure in conjunction with each other.
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