Generative Grammar

chapter 1

0. PRELIMINARIES

Although we use it every day, and although we all have strong opinions about its
proper form and appropriate use, we rarely stop to think about the wonder of lan-
guage. So-called language “experts” like William Safire tell us about the misuse of
“hopefully” or lecture us about the origins of the word boondoggle, but surprisingly,
they never get at the true wonder of language: how it actually works. Think about it
for a minute; you are reading this and understanding it but you have no conscious
knowledge of how you are doing it. The study of this mystery is the science of lin-
guistics. This book is about one aspect of how language works — how sentences are
structured: syntax.

Language is a psychological, or cognitive, property of humans. That is,
there is some set of neurons in my head firing madly away that allows me to sit here
and produce this set of letters, and there is some other set of neurons in your head
firing away that allows you to translate these squiggles into coherent ideas and
thoughts. There are several subsystems at work here. If you were listening to me
speak, I would be producing sound waves with my vocal cords and articulating par-
ticular speech sounds with my tongue, lips, and vocal cords. On the other end of
things you’d be hearing those sound waves and translating them into speech sounds
using your auditory apparatus. The study of the acoustics and articulation of speech
is called phonetics. Once you’ve translated the waves of sound into mental repre-
sentations of speech sounds, you analyze them into syllables and pattern them
appropriately. For example, speakers of English know that the made-up word bluve
is a possible word of English, but the word bnuck is not. This is part of the science
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called phonology. Then you take these groups of sounds and organize them into
meaningful units (called morphemes) and words. For example, the word dancer is
made up of two meaningful bits: dance and the suffix -er. The study of this level of
Language is called morphology. Next you organize the words into phrases and sen-
tences. Syntax is the cover term for studies of this level of Language. Finally, you
take the sentences and phrases you hear and translate them into thoughts and ideas.
This last step is what we refer to as the semantic level of Language.

Syntax, then, studies the level of Language that lies between words and the
meaning of utterances: sentences. It is the level that mediates between sounds that
someone produces (organized into words) and what they intended to say.

Perhaps one of the truly amazing aspects of the study of Language is not the
origins of the word demerit, or how to properly punctuate a quote inside parentheses,
or how kids have, like, destroyed the English language, eh? Instead it’s the question
of how we subconsciously get from sounds to meaning. This is the study of syntax.

Language vs. language

When | utter the term /anguage, most people immediately think of some
particular language such as English, French, or KiSwahili. But this is not
the way linguists use the term; when linguists talk about Language, they
are generally talking about the ability of humans to speak any (particular)
language. Some people (most notably Noam Chomsky) also call this the
Human Language Capacity. Language (written with a capital L) is the
part of the mind or brain that allows you to speak, whereas language (with
a lower case |) is an instantiation of this ability (like French or English). In
this book we'll be using language as our primary data, but we'll be trying to
come up with a model of Language.

1. SYNTAX AS A COGNITIVE SCIENCE

Cognitive science is a cover term for a group of disciplines that all aim for the same
goal: describing and explaining human beings’ ability to think (or more particularly,
to think about abstract notions like subatomic particles, the possibility of life on
other planets or even how many angels can fit on the head of a pin, etc.). One thing
that distinguishes us from other animals, even relatively smart ones like chimps and
elephants, is our ability to use Language. Language plays an important role in how
we think about abstract notions, or, at the very least, Language appears to be struc-
tured in such a way that it allows us to express abstract notions.' The discipline of
linguistics, along with psychology, philosophy, and computer science, thus forms an
important subdiscipline within cognitive science. Sentences are how we get at ex-
pressing abstract thought processes, so the study of syntax is an important foundation

"Whether language constrains what abstract things we can think about (this idea is called the
Sapir-Whorf hypothesis) is a matter of great debate and one that lies outside the domain of
syntax per se.
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stone for understanding how we communicate and interact with each other as hu-
mans.

2. MODELING SYNTAX

The dominant theory of syntax is due to Noam Chomsky and his colleagues, starting
in the mid 1950s and continuing to this day. This theory, which has had many differ-
ent names through its development (Transformational Grammar (TG),
Transformational Generative Grammar, Standard Theory, Extended Standard The-
ory, Government and Binding Theory (GB), Principles and Parameters approach
(P&P) and Minimalism (MP)), is often given the blanket name Generative Gram-
mar. A number of alternate theories of syntax have also branched off of this research
program; these include Lexical-Functional Grammar (LFG) and Head-Driven Phrase
Structure Grammar (HPSG). These are also considered part of generative grammar;
but we won’t cover them extensively in this book, except in chapters 13 and 14. The
particular version of generative grammar that we will mostly look at here is roughly
the Principles and Parameters approach, although we will occasional stray from this
into Minimalism.

The underlying thesis of generative grammar is that sentences are generated
by a subconscious set of procedures (like computer programs). These procedures are
part of our minds (or of our cognitive abilities if you prefer). The goal of syntactic
theory is to model these procedures. In other words, we are trying to figure out what
we subconsciously know about the syntax of our language.

In generative grammar, the means for modeling these procedures is through
a set of formal grammatical rules. Note that these rules are nothing like the rules of
grammar you might have learned in school. These rules don’t tell you how to prop-
erly punctuate a sentence or not to split an infinitive. Instead, they tell you the order
in which to put your words (in English, for example, we put the subject of a sentence
before its verb; this is the kind of information encoded in generative rules). These
rules are thought to generate the sentences of a language, hence the name generative
grammar. You can think of these rules as being like the command lines in a com-
puter program. They tell you step by step how to put together words into a sentence.
We’ll look at precise examples of these rules in the next chapter. But before we can
get into the nitty-gritty of sentence structure, let’s look at some of the underlying
assumptions of generative grammar.
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Noam Chomsky

Avram Noam Chomsky was born on the 7th of December 1928, in Phila-
delphia. His father was a Hebrew grammarian and his mother a teacher.
Chomsky got his Ph.D. from the University of Pennsylvania, where he
studied linguistics under Zellig Harris. He took a position in machine
translation and language teaching at the Massachusetts Institute of
Technology. Eventually his ideas about the structure of language trans-
formed the field of linguistics. Reviled by some and admired by others,
Chomsky'’s ideas have laid the groundwork for the discipline of linguistics,
and have been very influential in computer science, and philosophy.

Chomsky is also one of the leading intellectuals in the anarchist
socialist movement. His political writings about the media and political
injustice have profoundly influenced many.

Chomsky is among the most quoted authors in the world (among
the top ten and the only living person on the list). He continues his pub-
lishing about linguistics and politics to this day from his office at MIT.

For more information on the life of Noam Chomsky, read Robert
Barsky’s (1997) Noam Chomsky: A Life of Dissent.

3. SYNTAX AS SCIENCE — THE ScIENTIFIC METHOD

To many people the study of language properly belongs in the domain of the hu-
manities. That is, the study of language is all about the beauty of its usage in fine
(and not so fine) literature. However, there is no particular reason, other than our
biases, that the study of language should be confined to a humanistic approach. It is
also possible to approach the study of language from a scientific perspective; this is
the domain of linguistics. People who study literature often accuse linguists of ab-
stracting away from the richness of good prose and obscuring the beauty of
language. Nothing could be further from the truth. Most linguists, including the pre-
sent author, enjoy nothing more than reading a finely crafted piece of fiction, and
many linguists often study, as a sideline, the more humanistic aspects of language.
This doesn’t mean, however, that one can’t appreciate and study the formal proper-
ties (or rules) of language and do it from a scientific perspective. The two approaches
to language study are both valid, and neither takes away from the other.

Science is perhaps one of the most poorly defined words of the English lan-
guage. We regularly talk of scientists as people who study bacteria, particle physics,
and the formation of chemical compounds, but ask your average Joe or Jill on the
street what science means, and you’ll be hard pressed to get a decent definition. Sci-
ence refers to a particular methodology for study: the scientific method. The
scientific method dates backs to the ancient Greeks, such as Aristotle, Euclid, and
Archimedes. The method involves observing some data, making some generaliza-
tions about patterns in the data, developing hypotheses that account for these
generalizations, and testing the hypotheses against more data. Finally, the hypotheses
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are revised to account for any new data and then tested again. A flow chart showing
the method is given in (1):

1) ( Gather and observe data ]
Y
( Make generalizations ]

l

( Develop hypotheses

In syntax, we apply this methodology to sentence structure. Syntacticians start by
observing data about the language they are studying, then they make generalizations
about patterns in the data (e.g., in simple English declarative sentences, the subject
precedes the verb). They then generate a hypothesis — preferably one that makes pre-
dictions — and test the hypothesis against more syntactic data, and if necessary go
back and re-evaluate their hypotheses. The hypotheses are called rules, and the
group of hypotheses that describe a language’s syntax is called a grammar.

The term grammar strikes terror into the hearts of many people. But you
should note that there are two ways to go about writing grammatical rules. One is to
tell people how they should speak (this is of course the domain of English teachers
and copy-editors); we call these kinds of rule prescriptive rules (as they prescribe
how people should speak according to some standard). Some examples of prescrip-
tive rules include “never end a sentence with a preposition,” “use whom not who,”
“don’t split infinitives.” These rules tell us how we are supposed to use our language.
The other approach is to write rules that describe how people actually speak, whether
or not they are speaking “correctly.” These are called descriptive rules. Consider for
a moment the approach we’re taking in this book; which of the two types (descrip-
tive or prescriptive) is more scientific? Which kind of rule is more likely to give us
insight into how the mind uses Language? For these reasons, we focus on descriptive
rules. This doesn’t mean that prescriptive rules aren’t important (in fact, in the exer-
cises section of this chapter you are asked to critically examine the question of
descriptive vs. prescriptive rules), but for our purposes descriptive rules are more
important. For an interesting discussion of the prescriptive/descriptive debate, see
Pinker’s 1995 book: The Language Instinct.

Let’s turn now to a real world application of the scientific method to some
language data. The following data concern the form of a specific kind of noun, called
an anaphor (plural: anaphors, the phenomenon is called anaphora). These are the
nouns that end with -self (e.g., himself, herself, itself, etc.). In chapter 4, we look at
the distribution of anaphora in detail; here we’ll only consider one superficial aspect
of them. In the following sentences, as is standard in the syntactic literature, a sen-
tence that isn’t well-formed is marked with an asterisk (*) before it. For these
sentences assume that Bill is male and Sally is female.

2) a) Bill kissed himself.
b) *Bill kissed herself.
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c) Sally kissed herself.
d) *Sally kissed himself.

To the unskilled eye, the ill-formed sentences in (2b and d) just look silly. It is obvi-
ous that Bill can’t kiss herself, because Bill is male. However, no matter how matter-
of-factly obvious this is, it is part of a bigger generalization about the distribution of
anaphors. In particular, the generalization we can draw about the sentences in (2) is
that an anaphor must agree in gender with the noun it refers to (its antecedent). So in
(2a and b) we see that the anaphor must agree in gender with Bi/l, its antecedent. The
anaphor must take the masculine form himself. The situation in (2c and d) is the
same; the anaphor must take the form herself so that it agrees in gender with the
feminine Sally. A plausible hypothesis (or rule) given the data in (2), then, is stated
in (3):

3) An anaphor must (i) have an antecedent and (ii) agree in gender with that
antecedent.

The next step in the scientific method is to test this hypothesis against more data.
Consider the additional data in (4):

4) a) The robot kissed itself.
b) She knocked herself on the head with a zucchini.
¢) *She knocked himself on the head with a zucchini.
d) The snake flattened itself against the rock.
e) ?The snake flattened himself/herself against the rock.
f) The Joneses think themselves the best family on the block.
g) *The Joneses think himself the most wealthy guy on the block.
h) Gary and Kevin ran themselves into exhaustion.
i)  *Gary and Kevin ran himself into exhaustion.

Sentences (4a, b, and c) are all consistent with our hypothesis that anaphors must
agree in gender with their antecedents, which at least confirms that the hypothesis is
on the right track. What about the data in (4d and e)? It appears as if any gender is
compatible with the antecedent the snake. This appears, on the surface, to be a con-
tradiction to our hypothesis. Think about these examples a little more closely,
however. Whether or not sentence (4¢) is well-formed or not depends upon your as-
sumptions about the gender of the snake. If you assume (or know) the snake to be
male, then The snake flattened himself against the rock is perfectly well-formed. But
under the same assumption, the sentence The snake flattened herself against the rock
seems very odd indeed, although it is fine if you assume the snake is female. So it
appears as if this example also meets the generalization in (3); the vagueness about
its well-formedness has to do with the fact that we are rarely sure what gender a
snake is and not with the actual structure of the sentence.

Now, look at the sentences in (4f-i); note that the ill-formedness of (g) and
(1) is not predicted by our generalization. In fact, our generalization predicts that
sentence (41) should be perfectly grammatical, since himself agrees in gender (mas-
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culine) with its antecedents Gary and Kevin. Yet there is clearly something wrong
with this sentence. The hypothesis needs revision. It appears as if the anaphor must
agree in gender and number with the antecedent. Number refers to the quantity of
individuals involved in the sentence; English primarily distinguishes singular number
from plural number. (5) reflects our revised hypothesis.

5) An anaphor must agree in gender and number with its antecedent.

If there is more than one person or object mentioned in the antecedent, then the ana-
phor must be plural (i.e., themselves).

Testing this against more data, we can see that this partially makes the right
predictions (6a), but it doesn’t properly predict the grammaticality of sentences
(6b—e):

6) a) People from Tucson think very highly of themselves.
b) *I gave yourself the bucket of ice cream.
c) I gave myself the bucket of ice cream.
d) *She hit myself with a hammer.
e) She hit herself with a hammer.

Even more revision is in order. The phenomenon seen in (6b—e) revolves around a
grammatical distinction called person. Person refers to the perspective of the speaker
with respect to the other participants in the speech act. First person refers to the
speaker. Second person refers to the listener. Third person refers to people being
discussed that aren’t participating in the conversation. Here are the English pronouns
associated with each person: (Nominative refers to the case form the pronouns take
when in subject position like / in “/ love peanut butter;” accusative refers to the form
they take when in object positions like me in “John loves me.” We will look at case
in much more detail in chapter 9, so don't worry if you don't understand it right now.)

7) Nominative Accusative Anaphoric
Singular | Plural | Singular | Plural | Singular Plural

Ist 1 we me us myself | ourselves

2nd you you you you yourself | yourselves

3rd masc | he him himself

3rd fem she they her them herself | themselves

3rd neut it it itself

As you can see from this chart, the form of the anaphor seems also to agree in person
with its antecedent. So once again we revise our hypothesis (rule):

8) An anaphor must agree in person, gender and number with its antecedent.
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With this hypothesis, we have a straightforward statement of the distribution of this
noun type, derived using the scientific method. In the exercises section below, and in
chapter 4, you’ll have an opportunity to revise the rule in (8) with even more data.

Do Rules Really Exist?

Generative Grammar claims to be a theory of cognitive psychology, so
the natural question to ask at this point is whether formal rules really exist
in the brain/minds of speakers. After all, a brain is a mass of neurons fir-
ing away, how can formal mathematical rules exist up there? Remember,
however, that we are attempting to model/ Language, we aren’t trying to
describe Language exactly. This question confuses two disciplines: psy-
chology and neurology. Psychology is concerned with the mind, which
represents the output and the abstract organization of the brain. Neurol-
ogy is concerned with the actual firing of the neurons and the physiology
of the brain. Generative grammar doesn’t try to be a theory of neurology.
Instead it is a model of the psychology of Language. Obviously, the rules
don’t exist, per se in our brains, but they do represent the external be-
havior of the mind. For more discussion of this issue, look at the readings
in the further reading section of this chapter.

3.1 Sources of Data

If we are going to apply the scientific method to syntax, it is important to consider
the sources of data. One obvious source is in collections of either spoken or written
texts. Such data are called corpora (singular is corpus). There are many corpora
available, including some searchable through the World Wide Web. For languages
without a literary tradition or ones spoken by a small minority, it is often necessary
for the linguist to go and gather data and compile a corpus in the field. In the early
part of this century, this was the primary occupation of linguists, and it is proudly
carried on today by many researchers.

While corpora are unquestionably invaluable sources of data, they can only
be a partial representation of what goes on in the mind. More particularly, corpora
will only contain instances of grammatical (or more precisely well-formed) sen-
tences (sentences that sound “OK” to a native speaker). You might think this would
be enough for a linguist to do her job. But corpora are just not enough: there is no
way of knowing whether a corpus has all possible forms of grammatical sentences.
In fact, as we will see in the next chapter, due to the infinite and productive nature of
language, a corpus could never contain all the grammatical forms of a language, nor
could it even contain a representative sample. To really get at what we know about
our languages (remember syntax is a cognitive science), we have to know what sen-
tences are not well-formed. That is, in order to know the range of what are
acceptable sentences of English, Italian or Igbo, we first have to know what are not
acceptable sentences in English, Italian or Igbo. This kind of negative information is
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not available in corpora, which mostly provide grammatical, or well-formed, sen-
tences.
Consider the following sentence:

9) *Who do you wonder what bought?

For most speakers of English, this sentence borders on word salad — it is not a good
sentence of English. How do you know that? Were you ever taught in school that
you can’t say sentences like (9)? Has anyone ever uttered this sentence in your pres-
ence before? I seriously doubt it. The fact that a sentence like (9) sounds weird, but
similar sentences like (10a and b) do sound OK is not reflected anywhere in a cor-
pus:

10) a) Who do you think bought the bread machine?
b) I wonder what Fiona bought.

Instead we have to rely on our knowledge of our native language (or on the knowl-
edge of a native speaker consultant for languages that we don’t speak natively).
Notice that this is not conscious knowledge. I doubt there are many native speakers
of English that could tell you why sentence (9) is terrible, but most can tell you that
it is. This is subconscious knowledge. The trick is to get at and describe this subcon-
scious knowledge.

The psychological experiment used to get this subconscious kind of knowl-
edge is called the grammaticality judgment task. The judgment task involves asking
a native speaker to read a sentence, and judge whether it is well-formed (grammati-
cal), marginally well-formed, or ill-formed (unacceptable or ungrammatical).

There are actually several different kinds of grammaticality judgments.
Both of the following sentences are ill-formed for different reasons:

11) a) #The toothbrush is pregnant.
b) *Toothbrush the is blue.

Sentence (11a) sounds bizarre (cf. the toothbrush is blue) because we know that
toothbrushes (except in the world of fantasy/science fiction) cannot be pregnant. The
meaning of the sentence is strange, but the form is OK. We call this semantic ill-
formedness and mark the sentence with a #. By contrast, we can glean the meaning
of sentence (11b); it seems semantically reasonable (toothbrushes can be blue), but it
is ill-formed from a structural point of view. That is, the determiner ke is in the
wrong place in the sentence. This is a syntactically ill-formed sentence. A native
speaker of English will judge both these sentences as ill-formed, but for very differ-
ent reasons. In this text, we will be concerned primarily with syntactic well-
formedness.
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Intuitions as Science?

Many linguists refer to the grammaticality judgment task as “drawing
upon our native speaker intuitions.” The word “intuition” here is slightly
misleading. The last thing that pops into our heads when we hear the
term “intuition” is science. Generative grammar has been severely criti-
cized by many for relying on “unscientific” intuitions. But this is based
primarily on a misunderstanding of the term. To the lay person, the term
“intuition” brings to mind guesses and luck. This usage of the term is
certainly standard. When a generative grammarian refers to ‘intuition’
however, she is using the term to mean “tapping into our subconscious
knowledge.” The term “intuition” may have been badly chosen, but in this
circumstance it refers to a real psychological effect. Intuition (as a gram-
maticality judgment) has an entirely scientific basis. It is replicable under
strictly controlled experimental conditions (these conditions are rarely
applied, but the validity of the task is well established). Other disciplines
also use intuitions or judgment tasks. For example, within the study of
vision, it has been determined that people can accurately judge differ-
ences in light intensity, drawing upon their subconscious knowledge
(Bard et al. 1996).

4, WHERE DO THE RULES COME FROM?

In this chapter we’ve been talking about our subconscious knowledge of syntactic
rules, but we haven’t dealt with how we get this knowledge. This is sort of a side
issue, but it may affect the shape of our theory. If we know how children acquire
their rules, then we are in a better position for a proper formalization of them. The
way by which children develop knowledge is an important question in cognitive sci-
ence. The theory of generative grammar makes some very specific (and very
surprising) claims about this.

4.1 Learning vs. Acquisition

One of the most common misconceptions about Language is the idea that children
and adults “learn” languages. Recall that the basic kind of knowledge we are talking
about here is subconscious knowledge. When producing a sentence you don’t con-
sciously think about where to put the subject, where to put the verb, etc. Your
subconscious language faculty does that for you. Cognitive scientists make a distinc-
tion in how we get conscious and subconscious knowledge. Conscious knowledge
(like the rules of algebra, syntactic theory, principles of organic chemistry, or how to
take apart a carburetor) is learned. Subconscious knowledge, like how to speak or
the ability to visually identify discrete objects, is acquired. In part, this explains why
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classes in the formal grammar of a foreign language often fail abysmally to train
people to speak those languages. By contrast, being immersed in an environment
where you can subconsciously acquire a language is much more effective. In this text
we’ll be primarily interested in how people acquire the rules of their language. Not
all rules of grammar are acquired, however. Some facts about Language seem to be
built into our brains, or innate.

4.2 Innateness: Language as an Instinct

If you think about the other types of knowledge that are subconscious, you’ll see that
many” of them (for example, the ability to walk) are built directly into our brains —
they are instincts. No one had to teach you to walk (despite what your parents might
think!). Kids start walking on their own. Walking is an instinct. Probably the most
controversial claim of Noam Chomsky’s is that Language is also an instinct. Many
parts of Language are built in, or innate. Much of Language is an ability hard-wired
into our brains by our genes.

Obviously, particular languages are not innate. It isn’t the case that a child
of Slovak parents growing up in North America who is never spoken to in Slovak,
grows up speaking Slovak. They’ll speak English (or whatever other language is
spoken around them). So on the surface it seems crazy to claim that Language is an
instinct. There are very good reasons to believe, however, that a human facility for
Language (perhaps in the form of a “Language organ” in the brain) is innate. We call
this facility Universal Grammar (or UG).

4.3  The Logical Problem of Language Acquisition

Before exploring the psychological arguments for UG, I want to show you that from
a logical perspective, an infinitely productive system like the rules of Language can-
not have been learned or acquired. Infinite systems are both unlearnable and
unacquirable. Since we all have such an infinite system in our heads, and we can’t
have learned it, it must be the case that it is built in. The argument presented here is
based on an unpublished paper by Alec Marantz.

Language is an infinitely productive system. That is, you can produce and
understand sentences you have never heard before. For example, I can practically
guarantee you have never heard the following sentence:

12) The dancing chorus line of elephants broke my television set.
The magic of syntax is that it can generate forms that have never been produced be-

fore. Another example of the infinite quality lies in what is called recursion. It is
possible to utter a sentence like (13):

2 but not all!
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13) Rosie loves magazine ads.

It is also possible to put this sentence inside another sentence, like (14):

14) I think [Rosie loves magazine ads].

Similarly you can put this larger sentence inside of another one:

15) Drew believes [I think [ Rosie loves magazine ads]].

and of course you can put this bigger sentence inside of another one:

16) Dana doubts that [Drew believes [ I think [ Rosie loves magazine ads]]].

and so on, and so on ad infinitum. It is always possible to embed a sentence inside of
a larger one. This means that Language is an infinite system. There are no limits on
what we can talk about.

It turns out that rule-generated infinite systems like Language are not learn-
able, as a simple fact of logic. Consider the following simplified situation:

Imagine that the task of a child is to determine the rules by which her lan-
guage is constructed. Further, let’s simplify the task, and say a child simply has to
match up situations in the real world with utterances she hears.’ So upon hearing the
utterance the cat spots the kissing fishes, she identifies it with an appropriate situa-
tion in the context around her (as represented by the picture).

17) “the cat spots the kissing fishes” =

Her job, then, is to correctly match up the sentences with the situation.* More cru-
cially she has to make sure that she does not match it up with all the other possible
alternatives, such as the things going on around her (like her older brother kicking
the furniture, or her mother making her breakfast, etc.). This matching of situations
with expressions is a kind of mathematical relation (or function) that maps sentences

? The task is actually several magnitudes more difficult than this, as the child has to work out
the phonology, etc., too, but for argument’s sake, let’s stick with this simplified example.
* Note that this is the job of the child who is using universal grammar, not the job of UG itself.
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onto particular situations. Another way of putting it is that she has to figure out the
rule(s) that decode(s) the meaning of the sentences. It turns out that this task is quite
impossible.

Let’s make this even more abstract to get at the mathematics of the situa-
tion. Assign each sentence some number. This number will represent the input to the
rule. Similarly we will assign each situation a number. The function (or rule) mod-
eling language acquisition maps from the set of sentence numbers to the set of
situation numbers. Now let’s assume that the child has the following set of inputs
and correctly matched situations (perhaps explicitly pointed out to her by her par-
ents). The x value represents the sentences she hears, the y the number correctly
associated with the situation.

18) Sentence (input) Situation (output)

[T NN TSI NS I
(O USRI

Given this input, what do you suppose that the output where x=6 will be?
6 ?

Most people will jump to the conclusion that the output will be 6 as well. That is,
they assume that the function (the rule) mapping between inputs and outputs is x = y.
But in fact, in the hypothetical situation I envision here, the correct answer is situa-
tion number 126. The rule that generated the table in (18) is actually:

19) [(x-5)*(x-4) *(x-3)*(x-2) *(x-1)] +x = y

With this rule, all inputs equal to or less than 5 will give an output equal to the input,
but for all inputs greater than 5, will give some large number.

When you hypothesized the rule was x = y, you didn’t have all the crucial
information; you only had part of the data. This seems to mean that if you hear only
the first five pieces of data in our table then you won’t get the rule, but if you learn
the sixth you will figure it out. Is this necessarily the case? Unfortunately not: Even
if you add a sixth line, you have no way of being sure that you have the right func-
tion until you have heard a/l the possible inputs. You have no way of knowing if you
have heard all the relevant data (like the sixth input) until you have heard them all.

Now we know that Language is creative; almost every time you speak you
generate a sentence that has never been uttered before. As discussed above there are
an infinite number of possible sentences, thus an infinite number of inputs. If there
are an infinite number of inputs it is impossible to hear them all in your lifetime (let
alone in the four to six years that it takes you to master your native language). Infi-
nite systems are unlearnable, because you never have enough input to be sure you
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have all the relevant facts. This is called the logical problem of language acquisi-
tion.

Generative grammar gets around this logical puzzle by claiming that the
child acquiring English, Irish, or Yoruba has some help: a flexible blueprint to use in
constructing her knowledge of language called Universal Grammar. Universal
Grammar restricts the number of possible functions that map between situations and
utterances, thus making language learnable.

4.4  Other Arguments for UG

The evidence for UG doesn’t rely on the logical problem alone, however. There are
many other arguments that support the hypothesis that at least a certain amount of
language is built in.

An argument that is directly related to the logical problem of language ac-
quisition discussed above has to do with the fact that we know things about the
grammar of our language that we couldn’t possibly have learned. Start with the data
in (20). A child might plausibly have heard sentences of these types:

20) a) Who do you think that Ciaran will question first?
b) Who do you think Ciaran will question first?
¢) Who do you think will question Seamus first?

The child has to draw a hypothesis about the distribution of the word that in English
sentences. One conclusion consistent with this observed data is that the word that in
English is optional. You can either have it or not. Unfortunately this conclusion is
not accurate. Consider the fourth sentence in the paradigm in (20). This sentence is
the same as (20c) but with a that:

d) *Who do you think that will question Seamus first?

It appears as if that is only optional when the question word (who in this case) starts
in object position (as in 20a and b) It is obligatorily absent when the question word
starts in subject position (as in 20c and d) (don’t worry about the details of this gen-
eralization, we’ll return to it in chapter 11). What is important to note is that no one
has ever taught you that (20d) is ungrammatical. Nor could you have come to that
conclusion on the basis of the data you’ve heard. The logical hypothesis on the basis
of the data in (20a—c) predicts sentence (20d) to be grammatical. There is nothing in
the input a child hears that would lead them to the conclusion that (20d) is ungram-
matical, yet every English-speaking child knows it is. One solution to this
conundrum is that we are born with the knowledge that sentences like (20d) are un-
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grammatical.” This kind of argument is often called the underdetermination of the
data argument for UG.

Most parents raising a toddler will swear up and down that they are teaching
their children to speak; that they actively engage in instructing their child in the
proper form of the language. That overt instruction by parents plays any role in lan-
guage development is easily falsified. The evidence from the experimental language
acquisition literature is very clear: parents, despite their best intentions, do not, for
the most part, correct ungrammatical utterances by their children. More generally,
they correct the content rather than the form of their child’s utterance (see for exam-
ple the extensive discussion in Holzman 1997).

21) (from Marcus et al. 1992)
Adult:  Where is that big piece of paper I gave you yesterday?
Child: Remember? I writed on it.
Adult:  Oh that’s right, don’t you have any paper down here, buddy?

When a parent does try to correct a child’s sentence structure, it is more often than
not ignored by the child:

22) (from Pinker 1995: 281 — attributed to Martin Braine)
Child:  Want other one spoon, Daddy
Adult:  You mean, you want the other spoon.
Child:  Yes, I want other one spoon, please Daddy.
Adult:  Can you say “the other spoon”?
Child:  Other ... one ... spoon
Adult:  Say “other”.
Child:  other
Adult:  “spoon”
Child:  spoon
Adult:  “other ... spoon”
Child:  other ... spoon. Now give me other one spoon.

This humorous example is typical of parental attempts to “instruct” their children in
language. When they do occur, they fail. However, children still acquire language in
the face of a complete lack of instruction. Perhaps one of the most convincing

5 The data in example (20) is a particularly interesting case. This phenomenon is sometimes
called the that-trace effect (for reasons that need not concern us here) and we’ll discuss it
some more in chapter 11. There is no disputing the fact that this phenomenon is not learnable.
However, it is also a fact that it is not a universal property of all languages. For example,
French and Irish don’t seem to have the that-trace effect. Here is a challenge for those of you
who like to do logic puzzles: If the that-trace effect is not learnable and thus must be biologi-
cally built in, how is it possible for a speaker of French or Irish to violate it? Think carefully
about what kind of input a child might have to have in order to learn an “exception” to a built-
in principle. This is a hard problem, but there is a solution. It may become clearer below when
we discuss parameters.
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explanations for this is UG. In the problem set part of this textbook, you are asked to
consider other possible explanations and evaluate which are the most convincing.

There are also typological arguments for the existence of an innate language
faculty. All the languages of the world share certain properties (for example they a/l
have subjects and predicates — other examples will be seen throughout the rest of this
book). These properties are called universals of Language. If we assume UG, then
the explanation for these language universals is straightforward — they exist because
all speakers of human languages share the same basic innate materials for building
their language’s grammar. In addition to sharing many similar characteristics, recent
research into Language acquisition has begun to show that there is a certain amount
of consistency cross-linguistically in the way children acquire Language. For exam-
ple, children seem to go through the same stages and make the same kinds of
mistakes when acquiring their language, no matter what their cultural background.

Finally, there are a number of biological arguments in favor of UG. As
noted above, Language seems to be both human-specific and pervasive across the
species. All humans, unless they have some kind of physical impairment, seem to
have Language as we know it. This points towards it being a genetically endowed
instinct. Additionally, research from neurolinguistics seems to point towards certain
parts of the brain being linked to specific linguistic functions.

4.5 Explaining Language Variation

The evidence for UG seems to be overwhelming. However, we are still left with the
annoying problem that languages differ from one another. This problem is what
makes the study of linguistics so interesting. It is also not an unsolvable one. One
way in which languages differ is in terms of the words used in the language. These
clearly have to be learned or memorized. Other differences between languages (such
as the fact that basic English word order is subject-verb-object (SVO), but the order
of an Irish sentence is verb-subject-object (VSO) and the order of a Turkish sentence
is subject-object-verb (SOV)) must also be acquired. The explanation for this kind of
fact will be explored in chapter 5. Foreshadowing slightly, we’ll claim there that
differences in the grammars of languages can be boiled down to the setting of certain
innate parameters (or switches) that select among possible variants. Language varia-
tion thus reduces to learning the correct set of words and selecting from a
predetermined set of options.

Oversimplifying slightly, most languages put the order of elements in a
sentence in one of the following word orders:

23) a) Subject Verb Object (SVO)  (e.g., English)
b) Subject Object Verb (SOV)  (e.g., Turkish)
¢) Verb Subject Object (VSO)  (e.g., Irish)

A few languages use:

d) Verb Object Subject (VOS)  (e.g., Malagasy)
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No (or almost no)® languages use

e) Object Subject Verb (OSV)
f) Object Verb Subject (OVS)

Let us imagine that part of UG is a parameter that determines the basic word order.
Four of the options (SVO, SOV, VSO, and VOS) are innately available as possible
settings. Two of the possible word orders are not part of UG. The child who is ac-
quiring English is innately biased towards one of the common orders, when she hears
a sentence like “Mommy loves Kirsten,” if the child knows the meaning of each of
the words, then she might hypothesize two possible word orders for English: SVO
and OVS. None of the others are consistent with the data. The child thus rejects all
the other hypotheses. OVS is not allowed, since it isn’t one of the innately available
forms. This leaves SVO, which is the correct order for English. So children acquiring
English will choose to set the word order parameter at the innately available SVO
setting.

5. CHOOSING AMONG THEORIES ABOUT SYNTAX

There is one last preliminary we have to touch on before actually doing syntax. In
this book we are going to posit many hypotheses. Some of these we’ll keep, others
we’ll revise, and still others we’ll reject. How do we know what is a good hypothesis
and what is a bad? Chomsky (1965) proposed that we can evaluate how good theo-
ries of syntax are, using what are called the levels of adequacy. Chomsky claimed
that there are three stages that a grammar (the collection of descriptive rules that
constitute your theory) can attain in terms of adequacy.

If your theory only accounts for the data in a corpus (say a series of printed
texts) and nothing more it is said to be an observationally adequate grammar:
Needless to say, this isn’t much use if we are trying to account for the cognition of
Language. As we discussed above, it doesn’t tell us the whole picture. We also need
to know what kinds of sentences are unacceptable, or ill-formed. A theory that ac-
counts for both corpora and native speaker intuitions about well-formedness is called
a descriptively adequate grammar: On the surface this may seem to be all we need.
Chomsky, however, has claimed that we can go one step better. He points out that a
theory that also accounts for how children acquire their language is the best. He calls
this an explanatorily adequate grammar. The simple theory of parameters might get
this label. Generative grammar strives towards explanatorily adequate grammars.

® This is a matter of some debate. Derbyshire (1985) has claimed that the language Hixkaryana
has object initial order.
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6. SUMMARY

In this chapter, we’ve done very little syntax but talked a lot about the assumptions
underlying the approach we’re going to take to the study of sentence structure. The
basic approach to syntax that we’ll be using here is generative grammar; we’ve seen
that this approach is scientific in that it uses the scientific method. It is descriptive
and rule based. Further, it assumes that a certain amount of grammar is built in and
the rest is acquired.

|
IDEAS, RULES, AND CONSTRAINTS INTRODUCED IN THIS CHAPTER

1) Syntax
The level of linguistic organization that mediates between sounds and
meaning, where words are organized into phrases and sentences.

ii) Language (capital L)
The psychological ability of humans to produce and understand a particular
language. Also called the Human Language Capacity. This is the object of
study in this book.

ii) language (lower-case 1)
A language like English or French. These are the particular instances of the
human Language. The data source we use to examine Language is lan-

guage.

iv) Generative Grammar
A theory of linguistics in which grammar is viewed as a cognitive faculty.
Language is generated by a set of rules or procedures. The version of gen-
erative grammar we are looking at here is primarily the Principles and
Parameters approach (P&P) touching occasionally on Minimalism.

V) The Scientific Method
Observe some data, make generalizations about that data, draw a hypothe-
sis, test the hypothesis against more data.

vi) Grammar
Not what you learned in school. This is the set of rules that generate a lan-
guage.

vii) Prescriptive Grammar

The grammar rules as taught by so called “language experts.” These rules,
often inaccurate descriptively, prescribe how people should talk/write,
rather than describe what they actually do.
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x1)

Xii)

xii)

Xiv)

XV)

XVi)

XVii)

XViii)
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Descriptive Grammar
A scientific grammar that describes, rather than prescribes, how people
talk/write.

Anaphor
A word that ends in -self or -selves (a better definition will be given in
chapter 4).

Gender (Grammatical)

Masculine vs. Feminine vs. Neuter. Does not have to be identical to the ac-
tual sex of the referent. For example, a dog might be female, but we can
refer to it with the neuter pronoun iz. Similarly, boats don’t have a sex, but
are grammatically feminine.

Antecedent
The noun an anaphor refers to.

Asterisk

* used to mark syntactically ill-formed (unacceptable or ungrammatical)
sentences. The hash mark, pound, or number sign (#) is used to mark se-
mantically strange, but syntactically well-formed, sentences.

Number

The quantity of individuals or things described by a noun. English distin-
guishes singular (e.g., a cat) from plural (e.g., the cats). Other languages
have more or less complicated number systems.

Person

The perspective of the participants in the conversation. The speaker or
speakers (I, me, we, us) are called first person. The listener(s) (you), are
called the second person. Anyone else (those not involved in the conversa-
tion) (he, him, she, her, it, they, them), are called the third person.

Case
The form a noun takes depending upon its position in the sentence. We dis-
cuss this more in chapter 9.

Nominative
The form of a noun in subject position (/, you, he, she, it, we, they).

Accusative
The form of a noun in object position (me, you, him, her, it, us, them).

Corpus (pl. Corpora)
A collection of real-world language data.
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XiX)

XX)

XX1)

XXii)

XX1ii)

XX1V)

XXV)

XXVi)

XXVii)

XXViii)

XXiX)

XXX)

XXX1)
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Native Speaker Judgments (intuitions)
Information about the subconscious knowledge of a language. This infor-
mation is tapped by means of the grammaticality judgment task.

Semantic Judgment
A judgment about the meaning of a sentence, often relying on our knowl-
edge of the real world.

Syntactic Judgment
A judgment about the form or structure of a sentence.

Learning
The gathering of conscious knowledge (like linguistics or chemistry).

Acquisition
The gathering of subconscious information (like language).

Recursion
The ability to embed structures iteratively inside one another. Allows us to
produce sentences we’ve never heard before.

Observationally Adequate Grammar
A grammar that accounts for observed real-world data (like corpora).

Descriptively Adequate Grammar
A grammar that accounts for observed real-world data and native speaker
judgments.

Explanatorily Adequate Grammar
A grammar that accounts for observed real-world data and native speaker
intuitions and offers an explanation for the facts of language acquisition.

Innate
Hard-wired or built in, an instinct.

Universal Grammar (UG)
The innate (or instinctual) part of each language’s grammar.

The Logical Problem of Language Acquisition
The proof that an infinite system like human language cannot be learned on
the basis of observed data — an argument for UG.

Underdetermination of the Data
The idea that we know things about our language that we could not have
possibly learned — an argument for UG.
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xxxii)  Universal
A property found in all the languages of the world.

|
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PROBLEM SETS

1. INTUITIONS

All of the following sentences have been claimed to be ungrammatical or un-
acceptable by someone at some time. For each sentence, indicate whether
this unacceptability is

i) a prescriptive or a descriptive judgment, and
i) for all descriptive judgments indicate whether the ungrammaticality has
to do with syntax or semantics.

One- or two-word answers are appropriate. If you are not a native speaker of
English, enlist the help of someone who is. If you are not familiar with the
prescriptive rules of English grammar, you may want to consult a writing
guide or English grammar or look at Pinker's The Language Instinct.

a) Who did you see in Las Vegas?

b) You are taller than me.

c) My red is refrigerator.

d) Who do you think that saw Bill?

e) Hopefully, we’ll make it through the winter without needing the snow-
blower.

f) My friends wanted to quickly leave the party.

g) Bunnies carrots eat.

h) John’s sister is not his sibling.

2. INNATENESS

Above, we argued that some amount of syntax is innate (inborn). Can you
think of an argument that might be raised against innateness? (It doesn’t
have to be an argument that works, just a plausible one.) Alternately, could
you come up with a hypothetical experiment that could disprove innateness?
What would such an experiment have to show? Remember that cross-
linguistic variation (differences between languages) is not an argument
against innateness or UG, because UG contains parameters that allow min-
ute variations.
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3. PRESCRIPTIVE RULES

In the text above, we argued that descriptive rules are the primary focus of
syntactic theory. This doesn’t mean that prescriptive rules don’t have their
uses. What are these uses? Why do we maintain prescriptive rules in our
society?

4, UNIVERSALS

Pretend for a moment that you don’t believe Chomsky and that you don’t be-
lieve in the innateness of syntax (but only pretend!). How might you account
for the existence of universals (see definition above) across languages?

5. LEARNING VS. ACQUISITION

We have distinguished between learning and acquiring knowledge. Learning
is conscious, acquisition is automatic and subconscious. (Note that acquired
things are not necessarily innate. They are just subconsciously obtained.)
Other than language are there other things we acquire? What other things do
we learn? What about walking? or reading? or sexual identity? An important
point in answering this question is to talk about what kind of evidence is nec-
essary to distinguish between learning and acquisition.

6. LEVELS OF ADEQUACY

Below, you'll find the description of several different linguists’ work. Attribute
a level of adequacy to them (state whether the grammars they developed are
observationally adequate, descriptively adequate, or explanatorily adequate.
Explain why you assigned the level of adequacy that you did.

a) Juan Martinez has been working with speakers of Chicano Eng-
lish in the barrios of Los Angeles. He has been looking both at
corpora (rap music, recorded snatches of speech) and working
with adult native speakers.

b) Fredrike Schwarz has been looking at the structure of sentences
in eleventh-century Welsh poems. She has been working at the
national archives of Wales in Cardiff.

c) Boris Dimitrov has been working with adults and corpora on the
formation of questions in Rhodopian Bulgarian. He is also con-
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ducting a longitudinal study of some two-year-old children learn-
ing the language to test his hypotheses.

7. ANAPHORA

In this chapter, as an example of the scientific method, we looked at the dis-
tribution of anaphora (nouns like himself, herself, etc.). We came to the
following conclusion about their distribution:

An anaphor must agree in person, gender, and number with its antece-
dent.

However, there is much more to say about the distribution of these nouns (in
fact, chapter 4 of this book is entirely devoted to the question).

Part 1: Consider the data below. Can you make an addition to the above
statement that explains the distribution of anaphors and antecedents in the
very limited data below?

a) Geordi sang to himself.

b) *Himself sang to Geordi.

c) Betsy loves herself in blue leather.

d) *Blue leather shows herself that Betsy is pretty.

Part 2: Now consider the following sentences:’

e) Everyone should be able to defend himself/herself/themselves.
f) 1 hope nobody will hurt themselves/himself/?herself.

Do these sentences obey your revised generalization? Why or why not? Is
there something special about the antecedents that forces an exception here,
or can you modify your generalization to fit these cases?

" Thanks to Ahmad Lotfi for suggesting this part of the question.



